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ABSTRACT
Poor psychometrics, particularly low test-retest reliability, pose a major challenge for 
using behavioral tasks in individual differences research. Here, we demonstrate that full 
generative modeling of the Iowa Gambling Task (IGT) substantially improves test-retest 
reliability and may also enhance the IGT’s validity for use in characterizing internalizing 
pathology, compared to the traditional analytic approach. IGT data (n =50) was collected 
across two sessions, one month apart. Our full generative model incorporated (1) the 
Outcome Representation Learning (ORL) computational model at the person-level and 
(2) a group-level model that explicitly modeled test-retest reliability, along with other 
group-level effects. Compared to the traditional ‘summary score’ (proportion good 
decks selected), the ORL model provides a theoretically rich set of performance metrics 
(Reward Learning Rate (A+), Punishment Learning Rate (A-), Win Frequency Sensitivity 
(βf), Perseveration Tendency (βp), Memory Decay (K)), capturing distinct psychological 
processes. While test-retest reliability for the traditional summary score was only 
moderate (r = .37, BCa 95% CI [.04, .63]), test-retest reliabilities for ORL performance 
metrics produced by the full generative model were substantially improved, with 
test-retest correlations ranging between r = .64–.82. Further, while summary scores 
showed no substantial associations with internalizing symptoms, ORL parameters were 
significantly associated with internalizing symptoms. Specifically, Punishment Learning 
Rate was associated with higher self-reported depression and Perseveration Tendency 
was associated with lower self-reported anhedonia. Generative modeling offers promise 
for advancing individual differences research using the IGT, and behavioral tasks more 
generally, through enhancing task psychometrics.
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INTRODUCTION 
Behavioral tasks offer the promise of objective assessment and probing psychological processes 
inaccessible via self-report; however, poor psychometrics are a barrier to using behavioral tasks 
for individual differences research (Cooper et al., 2017; Hedge et al., 2018; Rouder & Haaf, 2019). 
The Iowa Gambling Task (IGT; Bechara, 2007) is thought to measure real-world decision-making 
ability in the context of reward and risk. The IGT’s utility, however, is limited by inadequate 
reliability and validity (Buelow & Suhr, 2009; Schmitz, et al., 2020), likely stemming from the 
diversity of psychological processes driving task performance (Ahn, et al., 2008; Buelow & Suhr, 
2013; Lin, et al., 2007; 2013; Worthy, Pang & Byrne, 2013) and poor measurement precision from 
traditional scoring. To address these issues with the IGT we used a generative model, broadly 
defined as a model that can generate (simulate) data consistent with the data being analyzed. 
More specifically, we demonstrate how generative modeling (Haines, et al., 2020)— a statistical 
modeling approach that better aligns model specification with theory while also accounting for 
measurement uncertainty across multiple levels—can be used to improve IGT test-retest reliability 
and may also elucidate links between distinct psychological processes driving IGT performance 
and internalizing symptomology. 

HIERARCHICAL MODELING TO IMPROVE BEHAVIORAL TASK PSYCHOMETRICS

Behavioral tasks are routinely used for individual differences research (e.g., correlating a task metric 
with a self-report trait measure); however, the psychometric properties of tasks have largely been 
neglected in psychological research (Parsons, Kruijt & Fox, 2019). Established behavioral tasks 
produce robust group-level effects through low between-person variance in task scores; however, 
low between-person variance results in low reliability for individual scores, which reduces task 
utility for individual difference inference (Cooper et al., 2017; Hedge et al., 2018). Recently, multiple 
independent groups have shown that hierarchical models can be used to better account for 
uncertainty in person-level model parameters, leading to increased reliability of measures derived 
from behavioral tasks (Brown, et al., 2020; Haines, et al., 2020; Rouder & Haaf, 2019).

PSYCHOMETRIC ISSUES ARISING FROM TRADITIONAL ANALYSES OF THE IGT 

 In the IGT, participants make selections among four decks of cards with different win/loss 
contingencies: two advantageous decks that net positive outcomes and two disadvantageous decks 
that net negative outcomes. Greater selection from disadvantageous decks is thought to reflect 
impaired value-based decision making and is associated with multiple forms of psychopathology 
(Mukherjee & Kable, 2014). Despite robust group-level associations between IGT performance and 
psychopathology, the standard analytical approach for the IGT leads to psychometric issues. 

Analyses involving behavioral tasks can be conceptualized at two levels: (1) the person level, 
involving a behavioral model capturing individual task performance, and (2) the group level, 
involving a model that considers variation across people and is used for inference about broader-
level phenomena (e.g., behavioral estimate’s change over time). Like many behavioral tasks, the 
IGT is typically analyzed using (1) a ‘summary statistic’ at the person-level (e.g., proportion of 
trials where person selects advantageous decks; we term such metrics ‘IGT summary scores’) and 
(2) a ‘two-step approach’ at the group level (e.g., taking the person-specific summary scores and 
using them as observed quantities in subsequent analyses (e.g., a test-retest correlation); we term 
this ‘two-step summary approach’). While the two-step summary approach is widely used with 
the IGT, it can contribute to poor construct validity (Buelow & Suhr, 2009) and poor test-retest 
reliability (Schmitz, et al., 2020).

IGT validity issues

With IGT summary scores, questions arise about what exactly the IGT is measuring. For example, 
as cards from the IGT involve combinations of monetary gains and losses, both approach and 
avoidance can drive performance (Cauffman, et al., 2010; Peters & Slovic, 2000), but these 
processes are not dissociable with a single summary score. Further, while many studies have 
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reported differences in average summary scores between clinical groups and controls (see 
Mukherjee & Kable, 2014 for meta-analysis), the use of summary scores does not facilitate 
inference on why groups show performance differences. Additionally, IGT summary scores show 
inconsistent associations with criterion constructs (Buelow & Suhr, 2009). However, one relatively 
consistent pattern is that both state-level negative mood and trait-level approach motivation are 
associated with greater disadvantageous choice (Buelow & Suhr, 2013; Case & Olino, 2020; Suhr 
& Tsanadis, 2007; van Honk, et al., 2002), suggesting IGT summary scores do not represent one 
homogenous construct. Together, evidence suggests summarizing task behavior with a single 
metric confounds distinct processes contributing to observable behavior (Ahn, et al., 2016; Almy, 
et al., 2018; Cauffman, et al., 2010; Lin, et al., 2007). 

IGT reliability issues

Studies have reported moderate-to-good same-day test-retest reliability for IGT summary scores 
(r = .57–.61, Lejuez et al., 2003; r = .36, Schmitz, et al., 2020). With intervals of 2–3 weeks, only 
moderate reliability has been reported (r = .27–.35; Buelow & Barnhart, 2018; Xu, et al., 2013). 
Such lower reliability hinders investigation of individual differences and change over time as it is 
impossible to dissociate variation in behavioral metrics arising from measurement uncertainty 
from variation in true effects of interest. The two-step summary approach ignores measurement 
uncertainty, which can attenuate subsequent correlations, thus compromising reliability and 
validity (Haines et al., 2020; Ly et al., 2017; Rouder & Haaf, 2019; Turner et al., 2017). 

TACKLING PSYCHOMETRIC ISSUES WITH FULL GENERATIVE MODELS 

A full generative model for behavioral task data combines within a single statistical model (1) 
a person-level model that specifies how observable behavior is generated by each person trial-
by-trial as they engage with the task, and (2) a group-level model that captures variation in the 
behavioral model parameters across people (or other individual or group effects of interest). By 
estimating parameters from both levels of analysis simultaneously, the full generative approach 
takes into account multiple relevant sources of measurement uncertainty and produces better 
estimates of both person- and group- level parameters, thus enhancing the psychometrics of 
task-derived measures (Haines, et al., 2020). 

Generative modeling at the person-level 

At the person-level, generative modeling involves constructing a model that can simulate 
observable task behavior that is consistent with real data. Where traditional analysis involves 
person-level summary scores, our generative approach uses the Outcome-Representation 
Learning (ORL) computational model, a reinforcement learning (RL) model developed to 
dissociate different decision-making mechanisms driving IGT behavior (Haines et al., 2018).  
The ORL builds on previous computational models (Ahn, et al., 2008; Busemeyer & Stout, 2002; 
Worthy, Pang & Byrne, 2013) and has demonstrated good performance in predicting participants’ 
earnings and trial-to-trial choices (Haines, et al., 2018). The ORL assumes each person’s trial-level 
choices are governed by five parameters including: Reward Learning Rate, Punishment Learning 
Rate, Win Frequency Sensitivity, Perseveration Tendency, and Memory Decay, yielding person-
level estimates for each. Thus, the ORL provides a theoretically rich set of measures capturing 
distinct psychological processes (see Table 1). Computational models have revealed meaningful 
differences in latent psychological processes between groups that are not observable with 
summary scores alone (Ahn, et al., 2014; Ahn, et al., 2016; Haines, Vassileva & Ahn, 2018; Kildahl, 
et al., 2020; Romeu, et al., 2020; Yechiam, et al., 2005). However, the ORL model itself may not 
be sufficient to remedy poor test-retest reliability, as parameters from other RL models, when 
modeled separately across time points, generally show only modest reliability (e.g., r = .48–.57, 
Chung, et al., 2017; r = .30, Moutoussis, et al., 2018; r = .63, Price, Brown & Siegle, 2019; r = .16–.20, 
Shahar, et al., 2019). 



Ta
bl

e 
1 

O
RL

 M
od

el
 a

nd
 P

ar
am

et
er

 C
om

pu
ta

ti
on

.

Th
e 

O
RL

 m
od

el
 a

ss
um

es
 e

xp
ec

te
d 

va
lu

e 
(E

V)
, e

xp
ec

te
d 

fr
eq

ue
nc

y 
(E

F)
, a

nd
 c

ho
ic

e 
pe

rs
ev

er
an

ce
 (P

S)
 s

ig
na

ls
 a

re
 in

te
gr

at
ed

 li
ne

ar
ly

 t
o 

ge
ne

ra
te

 a
 v

al
ue

 s
ig

na
l f

or
 e

ac
h 

de
ck

 (j
) a

t 
tim

e 
(t

) a
s 

 
fo

llo
w

s:
 

(
1)

(
1)

(
1)

(
1)

j
j

j
f

j
P

V
t

EV
t

EF
t

PS
t















To
 g

en
er

at
e 

ch
oi

ce
 p

ro
ba

bi
lit

ie
s,

 t
he

 e
st

im
at

ed
 v

al
ue

 a
bo

ve
 is

 e
nt

er
ed

 in
to

 a
 s

of
tm

ax
 fu

nc
tio

n,
 w

he
re

 D
(t

) i
s 

th
e 

ch
os

en
 d

ec
k 

at
 t

ria
l t

 a
s 

fo
llo

w
s:

 
(

1
)

(
1)

4

1

Pr
[

(
1)

]
j

eV
t

k

V
t

Ke
D
t

j
+

+

=

+
=

=
∑

Th
e 

fiv
e 

fr
ee

 p
ar

am
et

er
s 

ar
e 

co
m

pu
te

d 
as

 fo
llo

w
s:

O
R

L 
M

O
D

EL
 

PA
R

A
M

ET
ER

PA
R

A
M

ET
ER

 R
EP

R
ES

EN
TS

H
IG

H
ER

 V
A

LU
ES

 
IN

D
IC

A
TE

EQ
U

A
TI

O
N

CO
M

PU
TA

TI
O

N
 N

O
TE

S

A
 +

Re
w

ar
d/

 
Pu

ni
sh

m
en

t 
Le

ar
ni

ng
 R

at
es

Th
e 

ra
te

 a
t 

w
hi

ch
 a

n 
in

di
vi

du
al

 
up

da
te

s 
ex

pe
ct

ed
 v

al
ue

 a
nd

 
ex

pe
ct

ed
 o

ut
co

m
e 

fr
eq

ue
nc

y 
fo

r 
a 

gi
ve

n 
de

ck
 fo

llo
w

in
g 

ga
in

s 
or

 
lo

ss
es

, r
es

pe
ct

iv
el

y

fa
st

er
 le

ar
ni

ng
/ m

or
e 

vo
la

til
e 

up
da

tin
g 

in
 a

 g
ai

ns
 

or
 lo

ss
 d

om
ai

n,
 re

sp
ec

tiv
el

y

re
w

pu
n

(
)

(
(

)
(t

))
,

if
(

)
0

(
1)

(
)

(
(

)
(t

))
,

ot
he

rw
is

e

j
j

j
j

j

EV
t

A
E

x
t

EV
t

t
EV

x

t
EV

V
A

x
t







 









 

Re
w

ar
d 

an
d 

pu
ni

sh
m

en
t 

le
ar

ni
ng

 
ra

te
s 

ar
e 

es
tim

at
ed

 s
ep

er
at

el
y 

an
d 

ar
e 

sh
ar

ed
 b

et
w

ee
n 

th
e 

EV
 c

om
pu

ta
tio

n 
(le

ft
) a

nd
 t

he
 

co
m

pu
ta

tio
n 

(b
el

ow
). 

Ex
pe

ct
ed

 v
al

ue
 

is
 u

pd
at

ed
 u

si
ng

 o
bj

ec
tiv

e 
ou

tc
om

e 
am

ou
nt

 x
(t

).

A
- βf

W
in

 F
re

qu
en

cy
 

Se
ns

iti
vi

ty
Th

e 
ef

fe
ct

 o
f g

ai
n 

fr
eq

ue
nc

y 
(a

s 
op

po
se

d 
to

 o
ut

co
m

e 
m

ag
ni

tu
de

) 
on

 t
he

 s
ub

je
ct

iv
e 

va
lu

e 
fo

r 
a 

gi
ve

n 
de

ck

gr
ea

te
r p

re
fe

re
nc

e 
fo

r 
de

ck
s 

w
ith

 a
 h

ig
he

r w
in

 
fr

eq
ue

nc
y 

ov
er

 o
bj

ec
tiv

el
y 

eq
ui

va
le

nt
 d

ec
ks

 t
ha

t 
w

in
 

le
ss

 o
ft

en

re
w

pu
n

(
)

(
(

(
))

(t
))

,
if

(
)

0
(

1)
(

)
(

(
(

))
(t

))
,

ot
he

rw
is

e

j
j

j
j

j

EF
t

A
sg
n
x
t

EF
x
t

EF
t

EF
t

A
sg
n
x
t

EF

+
⋅

−
≥

 
+

=


+
⋅

−
 

pu
n

re
w

(
(

))
(

)
(t

)
,

if
(

)
0

(
1)

(
(

))
(

)
(t

)
,

ot
he

rw
is

e

j
j

j

j
j

sg
n
x
t

EF
t

A
EF

x
t

c
EF

t
sg
n
x
t

EF
t

A
EF

c






















































Ex
pe

ct
ed

 w
in

 fr
eq

ue
nc

y 
is

 t
ra

ck
ed

 
se

pe
ra

te
ly

 fr
om

 E
V.

 T
he

 s
ig

nu
m

 
fu

nc
tio

n 
(s

gn
(x

(t
))

 re
tu

rn
s 

1,
 0

, o
r -

1 
fo

r p
os

iti
ve

, 0
, o

r n
eg

at
iv

e 
ou

tc
om

e 
va

lu
es

 o
n 

tr
ia

l (
t)

, r
es

pe
ct

iv
el

y.
 

Ex
pe

ct
ed

 w
in

 fr
eq

ue
nc

y 
is

 a
ls

o 
up

da
te

d 
fo

r u
nc

ho
se

n 
de

ck
s 

(j’
) o

n 
tr

ia
l (

t)
, w

he
re

 C
 is

 t
he

 n
um

be
r o

f 
po

ss
ib

le
 a

lt
er

na
tiv

e 
ch

oi
ce

s 
fo

r t
he

 
ch

os
en

 d
ec

k 
(j)

 (h
er

e,
 3

).

βp
Pe

rs
ev

er
at

io
n 

Te
nd

en
cy

Th
e 

te
nd

en
cy

 t
o 

st
ic

k 
w

ith
 a

 
pr

ev
io

us
 s

el
ec

tio
n 

(a
s 

op
po

se
d 

to
 s

w
itc

hi
ng

 a
m

on
g 

de
ck

s)
, 

re
ga

rd
le

ss
 o

f o
ut

co
m

es

m
or

e 
ch

oi
ce

 c
on

si
st

en
cy

, 
le

ss
 s

w
itc

hi
ng

1
 ,

if
(

)
1

(
1)

(
)  ,

ot
he

rw
is

e
1

j
j

D
t

j
K

PS
t

PS
t K




 




  




Th
e 

pe
rs

ev
er

an
ce

 w
ei

gh
t 

of
 t

he
 

ch
os

en
 d

ec
k 

(j)
 is

 s
et

 t
o 

1 
on

 e
ac

h 
tr

ia
l 

(t
), 

an
d 

th
en

 t
he

 p
er

se
ve

ra
nc

e 
w

ei
gh

ts
 

de
ca

y 
ex

po
ne

nt
ia

lly
 b

ef
or

e 
a 

ch
oi

ce
 is

 
m

ad
e 

on
 t

he
 n

ex
t 

tr
ia

l.

K
M

em
or

y 
D

ec
ay

Th
e 

ex
te

nt
 t

o 
w

hi
ch

 a
n 

in
di

vi
du

al
 

fo
rg

et
s 

th
ei

r o
w

n 
hi

st
or

y 
of

 
se

le
ct

in
g 

de
ck

s

gr
ea

te
r f

or
ge

tt
in

g;
 

re
m

em
be

rin
g 

a 
sh

or
te

r 
(r

at
he

r t
ha

n 
lo

ng
er

) 
se

qu
en

ce
 o

f d
ec

k 
se

le
ct

io
ns

3
1

K
K

′
=

−
K 

is
 a

 d
ec

ay
 p

ar
am

et
er

 c
on

tr
ol

lin
g 

ho
w

 q
ui

ck
ly

 d
ec

is
io

n 
m

ak
er

s 
fo

rg
et

 
pa

st
 d

ec
k 

se
le

ct
io

ns
.



193Sullivan-Toole et al.  
Computational Psychiatry  
DOI: 10.5334/cpsy.89

Generative modeling at the group-level

Unless person-level summary scores have perfect reliability (i.e. are estimated with perfect 
precision), any correlation obtained using the two-step approach will be attenuated toward 0—
including test-retest and correlations with external measures (e.g., self-reports) (Spearman, 1904). 
If we are interested in the “true” test-retest correlation across sessions (i.e., construct stability across 
time, irrespective of the measure’s reliability within each session), we can use a hierarchical model 
to jointly estimate performance metrics across two sessions. Along with estimating person-level 
behavioral parameters, the hierarchical model simultaneously estimates test-retest correlations 
and other group-level effects. This joint estimation allows for information to be shared across 
people, inducing pooling of person-level parameters toward group-level means. When covariance 
across timepoints is included in the hierarchical model, within-person information is shared across 
timepoints, inducing pooling of person-level estimates toward a common person-level mean. 
This within-person pooling has the effect of disattenuating test-retest correlations for unreliability 
(e.g., Haines, et al., 2020; Brown, et al., 2020). Although joint generative modeling across multiple 
sessions of data has shown promise for enhancing psychometrics in other paradigms (Brown, et 
al., 2020), to date, this approach has not been taken to investigate the IGT’s test-retest reliability.

ENHANCING THE IGT’S RELEVANCE FOR CHARACTERIZING INTERNALIZING 
PATHOLOGY

By improving psychometrics, full generative modeling may broaden the IGT’s utility to have better 
application to internalizing pathology. While the IGT has been widely used to study externalizing 
disorders (Mukherjee & Kable, 2014), less work has examined IGT performance in relation to 
internalizing. When IGT summary scores have been applied to internalizing, results are mixed 
(Paulus & Yu, 2012), with depression/anxiety symptoms linked to both impaired (Alacreu-Crespo, 
et al., 2020; Cella, et al., 2010; Miu, Heilman, & Houser, 2008; Moniz, et al., 2016; Must, et al., 
2006; Rinaldi, et al., 2020) and enhanced (Byrne et al., 2016; Mueller, et al., 2010; Smoski, et al., 
2008) performance, or no association between internalizing and performance (Baeza-Velasco, et 
al., 2020; Case & Olino, 2020; Jollant, et al., 2016; McGovern et al., 2014). Such inconsistencies may 
reflect the heterogeneity of processes driving IGT performance, obscured by summary scores, as 
well as measurement uncertainty. 

Given strong theoretical relevance of RL for internalizing disorders (Bishop & Gagne, 2018; Chen, et 
al., 2015), computational models for the IGT have great potential for elucidating specific decision-
making patterns within internalizing pathology, as already shown with substance abuse (Ahn, et 
al., 2014; Ahn, et al., 2016; Haines, Vassileva & Ahn, 2018; Kildahl, et al., 2020; Romeu, et al., 2020). 
RL models have revealed distinct phenomena related to initernalizing using the IGT (Alacreu-
Crespo, et al., 2020; Byrne, et al., 2016; see Supplemental Background for details) and other 
learning tasks (Brown, et al., 2021; Chen, et al., 2015; Pizzagalli, et al., 2020); however, the strong-
performing ORL model (Haines, et al., 2020) has not yet been used to examine internalizing despite 
its parameterization of highly relevant decision mechanisms. For example, the ORL calculates 
separate gain and loss learning rates, in line with neurobiological and behavioral evidence for 
dissociable reward and punishment learning systems (Christakou, et al., 2013; Frank, Seeberger 
& O’Reilly, 2004; Gershman, 2015). Separate parameterization may be relevant for characterizing 
the putative hypoactive reward system in depression and hyperactive punishment system in 
depression and anxiety (Bishop & Gagne, 2018; Clark & Watson, 1991). Further, the ORL includes a 
parameter for perseveration/choice consistency, deficits in which are implicated in depression and 
suicidality (Alacreu-Crespo, et al., 2020; Dombrovski & Hallquist, 2021). 

GOALS OF THE CURRENT STUDY

Modeling overview

The current study examined whether full generative modeling could improve the psychometrics 
of IGT indices compared to the traditional two-step summary approach. Across four models, we 
evaluated how different modeling assumptions affected reliability and validity. More specifically, 
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two person-level modeling approaches (summary score vs. ORL computational model) were 
“crossed” against two group-level modeling approaches (two-step approach vs. generative 
modeling across two testing sessions) to create four models of increasing complexity (see Figure 
1) . Model 1 relies on the two-step summary approach conventionally applied in IGT studies. Model 
2 estimates a generative version of Model 1 that jointly estimates the person-level summary score 
(probability of choosing good versus bad decks) across both testing sessions while simultaneously 
estimating the test-retest correlation. Thus, Model 2 accounts for uncertainty in person-level 
estimates that Model 1 ignores but estimates a person-level metric analogous to that of Model 1. 
Model 3 estimates the person-level ORL parameters independently within each session and then 
estimates the test-retest correlation for each model parameter using a two-step approach. Model 
4 estimates the person-level ORL parameters jointly across both sessions while simultaneously 
estimating the test-retest correlations for each parameter. Thus, Model 4 estimates the same 
person-level metrics (ORL parameters) as Model 3 but accounts for uncertainty in the person-level 
estimates. 

Research questions

Our overarching hypothesis was that both the use of (1) a more theoretically informative person-
level model (i.e., going from Model 1 to Model 3, and from Model 2 to Model 4) and the use of 
(2) hierarchical generative models that simultaneously estimate person-level parameters and 
their test-retest correlations (i.e. going from Model 1 to Model 2, and from Model 3 to Model 4) 
would yield behavioral estimates with increased utility for individual differences research. More 
specifically, we predicted that behavioral estimates from Model 4 would have the highest test-
retest reliability. Additionally, as the ORL model provides more theoretically rich metrics and 
incorporates more behavioral information across time, we had a general prediction that the Model 
4 estimates would show improved construct validity in relation to (a) an a priori set of trait and 
state self-report measures commonly associated with IGT performance as well as with (b) an a 
priori set of internalizing symptom measures that have not shown consistent associations with IGT 
performance across previous research; however, examining associations with self-report measures 
was exploratory with no specific hypotheses. As an undergraduate convenience sample was used, 
clinical implications are tentative.  

METHOD
PARTICIPANTS AND PROCEDURE 

Data collection procedures were approved by the Temple University IRB (ref 22065), and 
participants provided written informed consent in accordance with the Declaration of Helsinki. The 
sample included 50 undergraduates (74% Female) recruited through SONA, an online research 
management platform, and received course credit for participation. Participant ages ranged from 
18 to 24 years (mean = 19.98 years, SD = 1.6 years). The racial breakdown of our sample was 38% 
White (n = 19), 22% Black/African American (n = 11), 16% Asian (n = 8), 20% reporting Biracial or 
‘Other’ (n = 10), and the sample was primarily non-Hispanic (74%). IGT behavioral data and self-
report measures were collected across two testing sessions approximately one month apart. The 
full sample of 50 participants completed the IGT at session 1 and 46 participants completed the 
IGT at session 2. The generative models that simultaneously modeled both sessions (Models 2 and 
4), estimated behavioral parameters at session 2 for the four missing participants, recovering the 
full sample. Self-report measures were available for 46 or 48 participants at session 1 and for 48 
participants at session 2. 

IOWA GAMBLING TASK (IGT)

The original version of the IGT (Bechara et al., 1994) was administered via E-Prime Stimulus 
Presentation Software (Schneider, Eschman & Zuccolotto, 2002). Participants are given a “bank” 
of $2000 and across 100 trials, participants are presented with four card decks from which they 
can draw a card and they freely choose among the decks. Cards yield a monetary gain and 
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(sometimes) a monetary loss. Each deck has a different payout distribution, which, unbeknownst 
to the participant, is fixed such that the sequence of cards from any given deck is the same 
across participants (see Supplemental Table 1 for exact win/loss contingencies). There are two 
advantageous decks and two disadvantageous decks, with the advantageous decks initially 
yielding smaller gains and the disadvantageous decks initially yielding larger gains. All decks 
allow unlimited draws, and across 10 draws from each deck, Decks A and B (disadvantageous 
decks) have an average expected value of -$250, while Decks C and D (advantageous decks) have 
an average expected value of $250; however, the net value is not easy to calculate from the 
specific gain and loss values, obscuring the payout structure of the individual decks from explicit 
awareness. Thus, participants learn about the rewarding/punishing nature of the decks through 
sampling across 100 trials. Performance is traditionally measured in terms of the number of good 
decks selected. Participants were told that their game earnings would be exchanged for a real 
cash bonus; however, the exchange rate was not specified.

OVERVIEW OF MODELING APPROACHES

We “crossed” two person-level modeling approaches (summary score vs. ORL computational 
model) against two group-level modeling approaches (two-step approach vs. generative modeling 
across both timepoints) to create four models (see Figure 1), each yielding person-level behavioral 
metrics for each of the two sessions. Models 2, 3 and 4 yielded posterior distributions and posterior 
means for behavioral estimates. As mentioned, the generative models (Models 2 and 4) estimated 
parameters for the four subjects missing data at session 2, with the recovered missing data 
informed by both group-level effects and the given person’s own session 1 performance. 

Overview of person-level models

Summary score
Model 1 computed the observed percentage of selections from a good deck for each participant at 
each session (traditional summary score). Model 2 used a binomial model to estimate ‘theta’ (θ), 
or the probability of selecting a good deck, a measure analogous to the traditional summary score, 
for each participant at each session.

Outcome-Representation Learning (ORL) computational model
Models 3 and 4 used the Outcome-Representation Learning (ORL) computational model, 
developed by Haines and colleagues, to model trial level choice behavior on the IGT. Compared to 
competing computational models for the IGT, the ORL has demonstrated better or commensurate 
performance across several metrics including post hoc model fit, simulation performance, and 
parameter recovery (Haines, et al., 2018). The ORL model assumes deck selection is guided by a 

Figure 1 Overall Modeling 
Approach and Resulting 
Four Models. At the person-
level, Models 1 and 2 used 
the traditional summary 
score (proportion good deck 
selected) to model gross task 
behavior and Models 3 and 4 
used the ORL computational 
model to estimate trial-level 
task behavior in terms of five 
parameters (Reward Learning 
Rate (A+), Punishment Learning 
Rate (A-), Win Frequency 
Sensitivity (βf), Perseveration 
Tendency (βp), Memory Decay 
(K)). At the group-level, Models 
1 and 3 estimated person-
level metrics separately at 
each testing session and 
subsequently used these 
estimates in two-step test-
retest correlations, and Models 
2 and 4 used a generative 
approach to model person-level 
metrics (summary score or 
ORL parameters, respectively) 
across both testing sessions 
while simultaneously 
estimating, within the same 
hierarchical model, the test-
retest associations between the 
model’s person-level metrics. 
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value function informed by expected value (EV), expected frequency (EF) or a sensitivity to win 
frequency (rather than outcome magnitude), and choice perseverance (PS; choice consistency) 
and these terms are integrated in a linear fashion (see Table 1). Within this value function, the 
model estimates five free parameters: Reward Learning Rate (A+), Punishment Learning Rate 
(A-), Win Frequency Sensitivity (βf), Perseveration Tendency (βp), and Memory Decay (K). Reward 
and punishment learning rates modify prediction error to inform expected value and expected 
frequency, and the memory decay parameter modifies the perseveration term. The beta 
parameters (βf and βp) capture the extent to which win frequency and past deck choice (i.e. 
perseveration) influence an individual’s current choice. If βf = βp = 0, then only expected value 
information is taken into account. Otherwise, positive or negative beta parameters indicate that 
win frequency/past deck choice increase or decrease the likelihood of choosing a given deck. 
For example, if βp is positive, then people are more likely to continue choosing the same deck. 
However, if βp is negative, people are more likely to switch. Note that the ORL does not contain an 
inverse temperature parameter. Overall, the ORL yields a theoretically rich set of measures that 
capture distinct psychological processes underlying performance on the IGT.

Overview of group-level approaches to modeling test-retest reliability

Two-step approach
Models 1 and 3 used a two-step approach for estimating test-retest associations for each model’s 
respective person-level behavioral metrics (summary score for Model 1; ORL parameter estimates 
for Model 3). Thus, for Model 1 and 3, estimating test-retest reliability entailed (1) estimating each 
model’s behavioral metrics separately for each session and (2) in a subsequent, independent 
analysis, estimating the correlation between the session 1 and session 2 behavioral estimates. This 
two-step approach ignores measurement uncertainty in the person-level behavioral estimates. 

Generative approach
Models 2 and 4 took a generative approach using hierarchical Bayesian analysis (HBA) to estimate 
the respective person-level behavioral metrics (θ for Model 2; ORL parameters for Model 4) from 
both sessions jointly in a single model that simultaneously estimated group-level effects, including 
test-retest reliability. These hierarchical models pooled information across individuals and across 
sessions, regressing person-level estimates toward group-level means. Thus, unlike Models 1 and 
3, the parameter estimates for Models 2 and 4 were informed by data from both sessions. Model 
2 is generative in the sense that it can simulate data consistent with the original dataset (two 
sessions of individual summary scores). Model 4 is considered a ‘full generative model’ because it 
can (using the ORL model) generate trial-level choice data as if a participant was playing through 
the task (like Model 3) but can also generate two sessions of data for each participant, thus 
generating a full dataset. For estimating group-level effects in these generative models, model 
priors (detailed below and in the Supplement) assumed group-level distributions over person-level 
estimates. Model 2 and Model 4 assumed that person-level parameters followed multivariate 
normal distributions, which allowed us to estimate the test-retest correlation of parameters across 
sessions. Generative modeling that incorporates hierarchical estimates of test-retest reliability can 
improve the precision of behavioral estimates, thus, strengthening (or dis-attenuating) test-retest 
correlations and likely bolstering the utility of these model-derived metrics for individual difference 
inferences (Haines et al, 2020).

ASSESSING RELIABILITY AND VALIDITY

Test-retest reliability

For Models 1 and 3, test-retest reliability was assessed using a two-step approach in which 
behavioral estimates from each session were correlated in a separate subsequent analysis, and 
95% bias-corrected and accelerated bootstrapped confidence intervals (95% BCa CIs; discussed 
below) were calculated. Models 2 and 4 (the generative models) estimated test-retest reliabilities 
for the respective model metrics directly within the hierarchical model, yielding a posterior 
distribution (and a posterior mean) for each of the respective reliability coefficients, and 95% 
credible intervals (95% CI; discussed below) were calculated. The method by which two-step 
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estimates of test-retest (Models 1 and 3) were compared to their respective generative model 
estimates of test-retest (Models 2 and 4) is discussed further in the section ‘Credible intervals (95% 
CI) and HDI plots for HBA estimates’

Construct validity

To examine construct validity, we used two-step correlations between behavioral estimates and 
self-report scores on an a priori set of trait and state self-report measures commonly associated 
with IGT performance as well as with an a priori set of internalizing symptom measures. Two-step 
correlations were used to provide a fair comparison of construct validity across all models, and 
95% BCa CIs were calculated. Specifically, self-report scores were correlated with the summary 
score for Model 1 and with posterior means estimated from Models 2–4. While we expected Model 
4 estimates (that incorporated the most data) would exhibit the strongest construct validity, 
no specific or directional associations were hypothesized. As analyses estimating associations 
between HBA-derived behavioral estimates and self-report measures were exploratory, no 
hypotheses were specified at the level of individual correlations, and Null Hypothesis Significance 
Testing was not a goal; thus, no metrics related to statistical significance are reported. Further, 
regarding two-step correlations between HBA-derived estimates and self-report measures, data 
simulations have shown that two-step correlations including a point estimate (e.g., score from 
a self-report measure) and a posterior mean generated from a hierarchical model are generally 
conservative estimations of population correlations (Katahira, 2016). As a result, power to detect 
correlations between model parameters and external covariates is reduced. Therefore, 95% BCa 
CIs reported for correlations involving HBA-derived estimates and self-report measure should be 
interpreted with this limitation in mind.

Credible intervals (95% CI) and HDI plots for HBA estimates

To depict effects involving the HBA-derived estimates in a manner that illustrates uncertainty 
of model estimates, we used 95% Highest Density Interval (HDI) plots, implemented with the 
hBayesDM R toolbox (Ahn, Haines, & Zhang, 2017). A 95% HDI plot illustrates a full posterior 
probability distribution, with sample estimates plotted as a histogram and 95% credible intervals 
(95% CI), indicating that 95% of the estimates lie within the demarcated interval (here, a 
horizontal red line), where every estimate inside the interval is more probable than every estimate 
outside of the interval. HDI plots were used to illustrate both (1) performance differences between 
testing sessions for the generative model estimates (Supplemental Figure 3B and Supplemental 
Figure 4) and (2) test-retest estimates from the two-step versus generative models (Figure 3A and 
Figure 4A).

Two-step estimates of test-retest for Model 1 and Model 3 were compared to the generative model 
estimates of test-retest from Model 2 and Model 4, respectively. Where two-step estimates of 
test-retest reliability were simply Pearson’s r coefficients, the generative models produced model-
generated estimates of test-retest reliability coefficients with full posterior distributions. HDI plots 
illustrated posterior distributions for the given generative reliability coefficients (from either Model 
2 or Model 4), along with their posterior means. We also displayed (on these same HDI plots), the 
two-step estimates of test-retest reliability from the analogous model fitted separately at each 
time point (Model 1 or Model 3, respectively). The 95% HDI for the generative test-retest estimates 
were compared to the respective single values resulting from the two-step test-retest estimations 
to determine whether 95% HDI estimates overlapped with two-step estimates. 

BCa bootstrapped confidence intervals (95% BCa CIs)

Bias-corrected and accelerated bootstrapped confidence intervals (95% BCa CIs) correct for bias 
and skewness in the distribution of bootstrap estimates and were implemented using the wBoot 
R package (Weiss, N. A., 2019). As discussed above, due to hierarchical model pooling of individual 
estimates toward group-level means (shrinkage), 95% BCa CIs reported for correlations involving 
HBA-derived estimates should be interpreted with some caution. 
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MODEL SUMMARIES AND FURTHER DETAILS

Model 2 details

Estimates of θ (the probability of selecting a good deck) at each session were assumed to be multiple 
normally distributed, such that person-level θ´s were drawn from group-level normal distributions 
for each session. In addition to the group-level normal distributions of θ for each session, the 
assumed multivariate normal distribution also included a covariance matrix constructed from a 
uniform distribution of standard deviations for θ and a correlation matrix (which provides the test-
retest reliability coefficient). There was an LKJ(1) prior on the correlation matrix, which assumes a 
uniform distribution between -1 and 1, meaning that all possible values for the reliability coefficient 
were assumed to be equally likely. The model was sampled for 1,000 iterations, with the first 200 
as warmup, across four sampling chains for a total of 3,200 posterior samples for each parameter.

Model 3 details

The ORL model is available within the easy-to-use hBayesDM R toolbox (Ahn, Haines, & Zhang, 
2017) and is described in detail by Haines and colleagues (2018). The value function, softmax 
action selection policy, and individual parameter computations from the ORL are outlined here 
in Table 1. The five free parameters were estimated using HBA. Person-level parameters were 
assumed to be drawn from group-level distributions. Group-level distributions were assumed to be 
normally distributed, with priors for the group-level distributions’ means and standard deviations 
assigned normal distributions (or, for unbounded parameters, βf and βp, standard deviations were 
assigned to half-Cauchy distributions). See Haines and colleagues (2018) for further details of 
parameterization. The model was sampled for 1,500 iterations, with the first 500 as warmup, 
across four sampling chains for a total of 4,000 posterior samples for each parameter.

Model 4 details

Model 4 was the full generative model, incorporating all behavioral data (both sessions) in a single 
model. Like Model 3, the ORL computational model (Haines, Vassileva & Ahn, 2018) was used to 
estimate person-level task behavior using trial-level information, yielding a set of five parameter 
estimates (A+, A-, K, βf, and βp; see Table 1) for each session. Person-level parameters across 
sessions were assumed to follow from group-level multivariate normal distributions, where each 
separate parameter had its own multivariate normal distribution. Using the Reward Learning Rate 
A+ as an example: 
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Here, A+i,1 and A+i,2 are the Reward Learning Rates for person i at both session 1 and 2, respectively.  
Φ–1(…) is the inverse of the cumulative distribution function for the standard normal distribution, 
which is used because the person-level learning rates must fall between 0 and 1. Because Φ–1(…) 
transforms from [0,1] → [–∞, +∞], it allows for us to use the multivariate normal group-level 
distribution to capture the test-retest correlation despite the multivariate normal distribution itself 
having support outside of [0,1]. µA+,1 and µA+,2 are the group-level means for A+ at sessions 1 and 2, 
and SA+ is a covariance matrix that captures the correlation between the person-level parameters 
across sessions. Specifically, SA+ can be decomposed into the group-level standard deviations at 
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The off-diagonal of RA+ contains one free parameter which indicates the test-retest correlation—
the value that we present throughout the text. Finally, we assume the following LKJ prior on the 
correlation matrix: 
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Because RA+ contains only a free parameter, this prior equates to a uniform distribution between -1 
and 1, meaning that all possible values for the test-retest correlation were assumed to be equally 
likely. 

Priors for the group-level distributions’ means and standard deviations were assigned to normal 
distributions. For unbounded parameters, βf and βp, standard deviations were assigned to half-
Cauchy distributions. We include details on the complete parameterization of models in the 
supplemental text. The model was sampled for 5,000 iterations, with the first 1,000 as warmup, 
across six sampling chains for a total of 24,000 posterior samples for each parameter.

HBA model implementation

HBA for Models 2, 3, and 4 were conducted using the Stan package version 2.16.0 (Carpenter, 
et al., 2016), a probabilistic programming language, which uses Hamiltonian Monte Carlo, a 
variant of the Markov chain Monte Carlo (MCMC) method, to sample from high-dimensional 
probabilistic models. The RStan package (Stan Development Team, 2017) was used to interface 
with Stan and all additional analyses were conducted in R. For all HBA analyses, convergence to 
target distributions was checked visually by observing trace-plots and numerically by computing 
R̂ statistics for each parameter (Gelman & Rubin, 1992). R̂ values for all models were below 1.1, 
suggesting that the variance between chains did not outweigh variance within chains. We used 
non-centered parameterizations of the group-level distributions in all hierarchical models to 
improve convergence and estimation efficiency. Model specifications are in the Supplemental Text. 
De-identified data and Model 4 code for results and figures are available on OSF: https://osf.io/
b3kwz/?view_only=0cfa92d49a5e466cb55b2dc9a145f5ec.

Model validation

Model validation included both parameter recovery and posterior predictive checks. Results from 
posterior predicative checks (see Supplemental Figures 1 & 2) demonstrated that the simulated 
data was a good fit to the observed data. Parameter recovery in the current sample found that 
recovery statistics were acceptable across all parameters (see Supplement for details). Further, 
parameter recovery was conducted during the development of the ORL model, and Haines and 
colleagues (2018) found the ORL to have good recovery of both parameter means and of the full 
posteriors compared to competing models. 

SELF-REPORT MEASURES

To assess general construct validity, we used trait- and state- level self-report measures 
commonly associated with IGT performance. The Behavioral Inhibition/Behavioral Activation 
Scales (BIS/BAS; Carver & White, 1994) measured trait-level sensitivities of the avoidance and 
approach systems. While the BIS scale is a unidimensional construct measuring sensitivity to 
negatively valenced events, the BAS scale has three subscales: BAS-Drive measures persistent 
pursuit of goals; BAS-Fun Seeking measures desire for and spontaneous approach toward new 
rewards; and BAS-Reward Responsiveness measures positive responses to the anticipation or 
consummation of rewards. State-level mood was assessed using the Positive Affect/Negative 
Affect Schedules (PANAS; Watson, Clark, & Tellegen, 1988), with participants rating same-day 
feelings for 10 items assessing positive emotion (PA subscale) and 10 items assessing negative 
emotion (NA subscale). BIS/BAS and PANAS were administered at session 1 (n = 48) and session 
2 (n = 46). 

To assess internalizing symptoms experienced in the past week, participants completed a 62-item 
version of the Mood and Anxiety Symptom Questionnaire (MASQ-Short Form; Clark & Watson 1991; 
Watson, et al., 1995). The MASQ has four subscales: MASQ-General Distress Anxiety and MASQ-
General Distress Depression measure general anxious and depressed moods, respectively; MASQ-
Anxious Arousal measures somatic hyperarousal; and MASQ-Anhedonic Depression measures low 
positive affect. The 14-item Snaith-Hamilton Pleasure Scale measured participants’ experience 

https://osf.io/b3kwz/?view_only=0cfa92d49a5e466cb55b2dc9a145f5ec
https://osf.io/b3kwz/?view_only=0cfa92d49a5e466cb55b2dc9a145f5ec
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of pleasure in the last few days (SHAPS; Snaith et al., 1995). The Patient-Reported Outcomes 
Measurement Information System (PROMIS) Depression scale assessed past-week depression 
symptoms (PROMIS-Depression; 28-item; Cella, et al., 2007). MASQ and PROMIS-Depression were 
administered only at session 1 (n = 46) and SHAPS was administered at session1 (n = 48) and 
session 2 (n = 46). See Supplemental Tables 2 and 3 for self-report in-sample reliabilities and 
descriptive statistics. 

RESULTS
PERFORMANCE ACROSS TESTING SESSIONS

Using both ‘summary score models’, performance means were similar across sessions, while the 
standard deviation in performance was greater at session 2 (see Supplemental Figure 3).  There 
was no strong evidence of group-level between-session differences for Model 3 parameters (see 
Supplemental Figure 4). 

ORL PARAMETER ASSOCIATIONS WITH THE SUMMARY SCORE

The direction of associations between the summary score (a measure of overall good performance) 
and ORL parameter posterior means was consistent across the two sessions (see Figure 2). Reward 
Learning Rate (A+) was negatively associated with overall good performance, while all other 
parameters showed positive associations. Interestingly, both Reward and Punishment Learning 
Rates appeared to (oppositely) drive overall performance in session 1; while in session 2, their 
influences on overall performance appeared to be strengthened and attenuated, respectively. One 
outlier was identified at session 2 for the βp parameter; correlations excluding this participant were 
not substantially different (see Supplemental Table 5).

TEST-RETEST RELIABILITY ACROSS MODELS

Reliability of the summary score: Model 1 versus Model 2 

Test-retest reliability results for the Model 1 and Model 2 metrics are illustrated in Figure 3A. 
The test-rest reliability for the Model 1 (observed) summary score (r = .37, BCa 95% CI [.04, 

Figure 2 Associations between 
ORL Parameters and the 
Summary Score.  Scatterplots 
represent the association 
between the Model 1 summary 
score, ‘percentage good deck 
selected’ (x-axis) and the 
posterior means for each of 
the ORL parameters (y-axis; 
Reward Learning Rate (A+), 
Punishment Learning Rate 
(A-), Win Frequency Sensitivity 
(βf), Perseveration Tendency 
(βp), and Memory Decay (K)), 
for Models 3 and 4, for each 
testing session. Interestingly, 
the influences of Reward and 
Punishment Learning Rates on 
overall performance appeared 
to be strengthened and 
attenuated, respectively, for 
session 2 compared to session 1.
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.63]) and for Model 2’s (jointly estimated) posterior mean for the reliability of θ (r = .41, 95% 
CI = [.09, .69]) were both only moderate with a wide 95% BCa confidence interval and 95% 
credible interval, respectively. Figure 3B shows the relationship between Model 1 and Model 
2 estimates, demonstrating the effect of the hierarchical model pooling individual estimates 
toward group-level means. Despite hierarchical pooling, Model 2, which utilizes a simple person-
level behavioral model (θ), did not substantially improve test-retest reliability compared to the 
traditional analytic approach. All r-values represent Pearson’s correlation between session 1 and 
session 2 metrics.

Reliability of the ORL parameters: Model 3 versus Model 4

Test-retest reliability for the Model 3 and Model 4 metrics (ORL five free parameters) is illustrated 
in Figure 4A. Test-retest reliability was moderate for the Model 3 two-step estimates (with 95% 
BCa confidence intervals:  A+ r = .39, [.10, .61]; A- r = .36, [.05, .59]; K r = .52, [.25, .71]; βf r = .39, 
[–.02, .68]; βp r = .65, [.39, .76]), but test-retest reliability was substantially improved across all 
parameters for the Model 4 estimates (posterior means for reliability with 95% credible intervals: 
A+ r = .73, [.44, .99]; A- r = .67, [.33, .99]; K r = .78, [.53, .98]; βf r = .64, [.33, .92]; βp r = .82, [.65, 
.97]), with 95% CIs for the A+ and K parameters indicating that 95% of the estimate samples 
for reliability were stronger than (and completely non-overlapping with) the respective Model 
3 two-step reliability estimates. Figure 4B compares the Model 3 and Model 4 estimates and 
demonstrates how full generative modeling improves test-retest reliability through the hierarchical 
model pooling individual estimates toward group-level means. 

CONSTRUCT VALIDITY ACROSS MODELS

Construct validity for Model 1 and Model 2

Associations between self-report measures and the Model 1 (observed) summary score and 
Model 2 (estimated) summary score are shown in Table 2. Across Models 1 and 2, summary scores 
showed moderate negative correlations with trait-level Behavioral Activation Drive (Model 1 r = 
–.38, BCa 95% CI [–.66, –.05]; Model 2 r = –.37, BCa 95% CI [–.65, –.03]) at the first session and 
showed moderate negative correlations with state-level Positive Affect (Model 1 r = –.30, BCa 95% 
CI [–.50, –.06]; Model 2 r = –.29, BCa 95% CI [–.49, –.06]) and state-level Negative Affect (Model 1 
r = –.40, BCa 95% CI [–.62, –.13]; Model 2 r = –.40, BCa 95% CI [–.61, –.13]) at the second session. 
Thus, associations were not consistent across sessions. While the summary scores showed 
associations with state- and trait-level emotion and personality measures collected at the same 
session, associations with internalizing symptom measures from the same session were generally 
weak. See Supplemental Table 8 for associations between Session 1 self-report and Session 2 IGT 
metrics.  

Figure 3 Model 1 versus 
Model 2 Summary Scores 
and Test-Retest Reliability. 
(A) HDI plot showing the 
posterior distribution of Model 2 
estimated test-retest reliability 
coefficient for θ. The 95% 
highest density interval of 
estimates is indicated by the 
horizontal red line, and the 
vertical red line indicates the 
posterior mean for Model 2’s 
estimated test-retest reliability 
coefficient (r = .41). The Model 
1 two-step test-retest reliability 
coefficient (Pearson’s r) for 
the summary score (r = .37) is 
indicated by the solid black line. 
(B) The relationship between 
the Model 1 and Model 2 
estimates. Model 1 data points 
represent observed summary 
score means (‘percentage good 
deck selected’) at each of the 
two testing sessions (two-step 
approach). Model 2 data points 
represent the generatively 
modeled person-level posterior 
means for θ (‘probability of 
good deck selection’), modeled 
jointly across sessions. Grey 
lines connect Model 1 and 
Model 2 estimates for each 
participant, demonstrating the 
effect of the hierarchical model 
pooling estimates toward 
group-level means. The dashed 
grey line represents a perfect 
test-retest correlation of r = 1.



Figure 4 Model 3 versus 
Model 4 Metrics and Test-
Retest Reliability. (A) HDI 
plots showing the posterior 
distributions of the Model 4 
estimated test-retest reliability 
coefficients for each of the 
ORL five free parameters. The 
95% highest density intervals 
for Model 4 estimates are 
indicated by horizontal red 
lines, and vertical red lines 
indicate posterior means for 
the Model 4 estimated test-
retest reliability coefficients (A+ 
r = .73; A- r = .67; K r = .78; βf 
r = .64; βp r = .82). The Model 3 
two-step test-retest reliability 
coefficients (Pearson’s r; A+ 
r = .39; A- r = .36; K r = .52; 
βf r = .39; βp r = .65) are 
indicated by solid black lines. 
(B) The relationship between 
the Model 3 and Model 4 
estimates. Model 3 data 
points represent person-level 
posterior means for the ORL 
parameter estimates modeled 
separately at each of the two 
testing sessions. Model 4 data 
points represent generatively 
modeled person-level posterior 
means for the ORL parameter 
estimates, modeled jointly 
across testing sessions (full 
generative approach). Grey 
lines connect Model 3 and 
Model 4 estimates for each 
participant, demonstrating the 
effect of the hierarchical model 
pooling individual estimates 
toward group-level means. 
Dashed grey lines represent 
perfect test-retest correlation 
of r = 1.

SELF-REPORT 
COLLECTED AT 
SAME SESSION

MODEL 1 MODEL 2

PERCENTAGE GOOD DECK SELECTED PROBABILITY OF GOOD DECK 
SELECTION (θ)

SESSION 1 SESSION 2 SESSION 1 SESSION 2

BAS Total –.25 [–.53, .05] .09 [–.17, .36] –.24 [–.52, .05] .08 [–.18, .37]

BAS Drive –.38 [–.66, –.05] –.04 [–.34, .27] –.37 [–.66, –.03] –.05 [–.35, .26]

BAS Fun –.10 [–.40, .20] .13 [–.16, .40] –.08 [–.38, .20] .12 [–.15, .39]

BAS Reward 
Responsivity

–.14 [–.43, .13] .13 [–.16, .39] –.14 [–.42, .12] .12 [–.17, .39]

BIS Total –.20 [–.49, .09] –.03 [–.34, .25] –.19 [–.48, .12] –.04 [–.33, .25]

PANAS PA .02 [–.22, .25] –.30 [–.50, –.06] .01 [–.25, .24] –.29 [–.49, –.06]

PANAS NA –.13 [–.33, .07] –.40 [–.62, –.13] –.14 [–.34, .05] –.40 [–.61, –.13]

MASQ General 
Distress Anxious

–.13 [–.39, .21] –.14 [–.40, .21]

MASQ Anxious 
Arousal

–.19 [–.45, .08] –.21 [–.46, .07]

MASQ General 
Distress 
Depressive

.01 [–.27, .39] –.02 [–.29, .36]

MASQ Anhedonic 
Depression

.11 [–.23, .46] .11 [–.25, .47]

SHAPS .01 [–.24, .27] .04 [–.21, .31] .01 [–.24, .26] .05 [–.21, .30]

PROMIS-D .15 [–.16, .52] .12 [–.20, .49]

Table 2 Model 1 and Model 2 
Construct Validity. Correlations 
between self-report measures 
and Model 1 and Model 2 
summary scores. Correlations 
with 95% BCa CIs that do not 
include zero are bolded.
a At session 1, the n for MASQ 
and PROMIS-D correlations is 
46; the n for all other session 1 
correlations is 48.
b At session 2, the n for all 
correlations is 46.



203Sullivan-Toole et al.  
Computational Psychiatry  
DOI: 10.5334/cpsy.89

Construct validity for Model 3 and Model 4

Associations between self-report measures and the Model 3 and Model 4 ORL parameters are 
shown in Table 3. Patterns of association were generally similar, with Model 4 estimates showing 
generally stronger associations with self-report. While Model 1 and 2 estimates were only 
weakly associated with internalizing symptoms, Model 4 ORL estimates showed some moderate 
correlations with internalizing symptoms. 

The Model 3 ORL estimates showed a few moderate correlations with self-report measures. 
At session 1, Punishment Learning Rate (A-; more volatile updating for losses) was positively 
associated with the MASQ General Depressive subscale (r = .28, BCa 95% CI [.02, .60]) and Win 
Frequency Sensitivity (βf; sensitivity to win frequency irrespective of win magnitude) was negatively 
associated with state-level Negative Affect (r = –.29, BCa 95% CI [–.52, –.01]). Also at session 
1, lower Memory Decay (K; less forgetting; remembering a longer sequence of deck selections) 
showed a moderate association with greater behavioral inhibition (r = –.32, BCa 95% CI [–.59, 
.08]); however, the confidence interval included zero. At session 2, Reward Learning Rate (A+; more 
volatile updating for rewards) was positively associated with both state-level Positive Affect (r = 
.31, BCa 95% CI [.03, .50]) and state-level Negative Affect (r = .40, BCa 95% CI [.16, .60]). 

The Model 4 ORL estimates showed some additional associations with internalizing symptoms 
compared to Model 3 estimates. At session 1, Punishment Learning Rate was positively associated 
with both the MASQ General Depressive subscale (r = .40, BCa 95% CI [.17, .63]) and PROMIS 
Depression (r = .31, BCa 95% CI [.05, .54]). Session 1 Reward Learning Rate also showed some 
moderate positive correlations with several internalizing symptom measures and with state-level 
Negative Affect; however, all of the confidence intervals for these associations included zero. Also 
at session 1, Perseveration Tendency (βp; choice consistency irrespective of outcomes) showed 
a moderate positive association with SHAPS Anhedonia (reverse coded; r = .30, BCa 95% CI [.02, 
.52]), such that greater choice consistency was associated with lower anhedonia. Mirroring results 
for the Model 3 estimates, at session 2, Reward Learning Rate was positively associated with 
both state-level Positive Affect (r = .27, BCa 95% CI [.02, .49]) and state-level Negative Affect (r 
= .41, BCa 95% CI [.15, .62]). See Supplemental Tables 6 and 7 for construct validity correlations, 
excluding the participant with the outlier βp score.  See Supplemental Table 9 for associations 
between Session 1 self-report and Session 2 IGT metrics.  

DISCUSSION
Poor psychometric properties for behavioral tasks in general (Cooper et al., 2017; Hedge et al., 
2018; Rouder & Haaf, 2019) and the IGT specifically (Buelow & Suhr, 2009; Schmitz, et al., 2020) 
limit their utility for individual difference research. We hypothesized, and found, that full generative 
modeling, compared to the traditional summary approach, yielded behavioral estimates with 
improved utility for individual differences research. More specifically, we demonstrated that a full 
generative model for the IGT increased test-retest reliability and also found preliminary evidence 
that this modeling strategy may enhance the task’s validity for characterizing internalizing 
pathology. Our full generative model incorporated both (1) the ORL computational model (Haines, 
et al., 2018) at the person-level and (2) at the group-level, parameters that explicitly modeled test-
retest reliability for each of the ORL parameters, along with other group-level effects (e.g., group-
level priors for each parameter). At the person-level, the ORL model decomposes observable IGT 
performance into distinct psychological processes (see Supplemental Discussion for parameter 
overview) that together give rise to observable choice behavior on the IGT. At the group-level, 
our full generative ORL model substantially improved test-retest reliability for each of the ORL 
parameters, in line with previous work demonstrating that generative models that incorporate 
hierarchical estimates of test-retest can strengthen test-retest correlations (Haines, et al., 2020). 
Further, unlike the IGT summary score, ORL parameters from the full generative model showed 
associations with internalizing symptom measures. Specifically, increased Punishment Learning 
Rate was associated with higher depression scores and Perseveration Tendency was associated 
with lower anhedonia scores. 
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FULL GENERATIVE MODEL IMPROVES TEST-RETEST RELIABILITY

Test-retest was only substantially improved in the full generative model. A skeptic may wonder 
if these improvements are due to HBA artificially inflating test-retest reliability. We believe this 
concern is not warranted for two reasons. First, the low reliability of Model 2 demonstrates 
that the use of a hierarchical model, in and of itself, does not necessarily improve test-retest 
reliability. Second, despite sharing the same priors, test-retest across the five ORL parameters 
in Model 4 showed considerable heterogeneity.  Additionally, the use of the more theoretically 
informed person-level model, in and of itself, did not substantially improve test-retest for most 
ORL parameters (compared to summary score reliabilities). Together, these findings demonstrate 
enhanced test-retest reliability is not an artifact or deterministic feature of this joint HBA modeling 
strategy, but critically depends on both a joint hierarchical model and a well-specified person-
level model, here the ORL. Further, our findings bolster previous work (Haines, et al., 2020), 
demonstrating that seemingly unreliable behavior may be highly reliable with a better specified 
model.

ORL MODEL PROVIDES INSIGHT INTO TASK FUNCTIONING

In line with previous findings, we found the IGT summary score was associated with trait-motivation 
and state-mood (Buelow & Suhr, 2013; Case & Olino, 2020; Suhr & Tsanadis, 2007; van Honk, et 
al., 2002). Specifically, worse overall performance was associated with greater trait-level drive for 
desired goals and more intense mood, both positive and negative. While these associations are a 
bit difficult to interpret, application of the ORL may provide some insight into the common finding 
that negative mood is associated with lower IGT performance. Comparing findings from summary 
scores to those from the ORL estimates suggests that more intense moods (either positive or 
negative) may negatively influence performance through increased Reward Learning Rate, itself 
associated with worse overall performance. 

Another finding to emerge was some inconsistent associations between performance and 
self-report across sessions. The summary score was negatively associated with trait drive only 
at session 1. Positive and negative mood were negatively associated with the summary score 
and positively associated with Reward Learning Rate only at session 2. These inconsistencies 
across sessions raise further questions about not only quantitative but also potential qualitative 
differences in learning/decision-making as individuals engage with an experience-based learning 
task multiple times. Application of the ORL model may help elucidate such potential changes 
at the process-level. For example, Reward and Punishment Learning Rates appeared to operate 
somewhat differently across testing sessions. In session 1, good performance was negatively 
associated with Reward Learning Rate and positively associated with Punishment Learning Rate. 
While associations remained directionally consistent across sessions, the association with good 
performance was strengthened for Reward Learning Rate but attenuated for Punishment Learning 
Rate at the subsequent session. This suggests there may be carry-over learning effects from the 
first testing session for some individuals, which is supported by the increased standard deviation 
in group-level task performance between sessions 1 and 2. Such carry-over learning may partially 
explain inconsistent associations between performance and self-report. Potential extensions/ 
adaptations to the current model may resolve such inconsistent associatons and/or address 
potential carry-over learning effects across sessions (see Supplemental section ‘Potential model 
adaptations to address outstanding issues’). 

FULL GENERATIVE MODELING MAY ENHANCE RELEVANCE OF IGT FOR 
INTERNALIZING PATHOLOGY

Previous work using IGT summary scores has shown mixed associations in relation to internalizing 
(Paulus & Yu, 2012), with depression and anxiety linked to both impaired (Alacreu-Crespo, et al., 
2020; Cella, et al., 2010; Miu, Heilman, & Houser, 2008; Moniz, et al., 2016; Must, et al., 2006; 
Rinaldi, et al., 2020) and enhanced (Byrne et al., 2016; Mueller, et al., 2010; Smoski, et al., 2008) 
performance. Given that ORL parameters provide more refined indices of behavioral performance 
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and given strong theoretical relevance of RL models for internalizing disorders (Bishop & Gagne, 
2018; Chen, et al., 2015), we expected the ORL models would enhance construct validity in 
relation to internalizing symptoms. Indeed, the ORL models, particularly estimates from the 
full generative model, showed associations with internalizing symptom measures where the 
summary scores did not. Specifically, a higher Punishment Learning Rate was associated with 
greater depression scores on both the MASQ General Depressive and PROMIS Depression scales. 
As previous studies have generally found no difference in or lower learning rates associated 
with depression (Brown, et al., 2021; Chen, et al., 2015; Huys, et al., 2013), it is interesting that 
we found the opposite association in the first study we are aware of to examine IGT learning 
rates specifically in relation to internalizing. As optimal learning rate depends on task structure 
(Bishop & Gagne, 2018; Nussenbaum & Hartley, 2019), it may be interesting to examine learning 
rates (and other parameters) across a variety of tasks to understand relationships between 
learning rates across different environments and internalizing symptoms. We also found a higher 
Perseveration Tendency, or greater choice consistency irrespective of outcomes, was associated 
with lower anhedonia on the Snaith-Hamilton. Together with previous work demonstrating a 
link between reduced choice consistency and depression and suicidality (Alacreu-Crespo, et al., 
2020; Dombrovski & Hallquist, 2021), our results suggest that reduced choice consistency may be 
specifically related to anhedonia symptoms, which are predictive of both depression (Khazanov & 
Ruscio, 2016) and suicidal ideation, controlling for depression (Ducasse, et al., 2018). Across both 
ORL models, Reward Learning Rate and Memory Decay parameters showed only non-significant 
associations with self-report measures, which may reflect a lack of power and/or simply a lack 
of association between fine-grained process-level metrics and coarser self-report measures. 
Given the lack of consensus across previous work examining summary IGT performance and 
internalizing, the current work demonstrates potential for full generative modeling to enhance the 
utility of the IGT for characterizing specific process-level learning/ decision-making patterns linked 
to internalizing symptoms. All behavior/self-report associations were inferred from a conservative 
modeling approach and should be interpreted as such. 

LIMITATIONS AND FUTURE DIRECTIONS

This work has several notable limitations. First, we used a relatively small convenience sample and 
no psychopathology-related selection criteria were imposed. Thus, it will be important to replicate 
current results in a larger sample with higher symptom levels. Further, in translating this research 
clinically, it will be critical to include relevant clinical groups. Second, as there was some evidence 
that people may engage with the IGT differently across multiple sessions, future research should 
continue to develop generative models that can address potential quantitative and qualitative 
differences in learning/decision-making as individuals engage with the IGT multiple times. Future 
work should also examine whether administrations of the IGT beyond two time points show 
improved stability of behavioral estimates and stronger associations with self-report. Another 
limitation is that the current work cannot definitively demonstrate that associations between ORL 
model parameters and internalizing symptoms are due to improved psychometrics rather than other 
factors. Further, associations between ORL parameters and self-report were somewhat inconsistent 
across time. Future research could address this issue by incorporating self-report measures directly 
within the hierarchical models (e.g., Kildahl, et al., 2020; Kvam, et al., 2021; Vandekerckhove, 2014) 
to more precisely estimate associations between behavior and self-reported phenomenology. As 
we found differences in associations with state-, symptom-, and trait-level measures based on the 
modeling strategy used, future work could directly incorporate self-report constructs in models 
that simultaneously estimate behavioral metrics in either separate or joint estimations over time 
to explore factors that may represent underlying propensity for psychological pathology versus 
factors that may represent more temporally proximal markers of distress. 

CONCLUSIONS AND BROADER IMPLICATIONS

Overall, we demonstrate that full generative modeling of the IGT provides a set of performance 
metrics that are both richer in information and far more reliable across time than the traditional 
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analytic approach. While we focused on the IGT and ORL model in particular, the current study 
has broader implications for experience-based learning and decision-making more generally. 
Many popular behavioral tasks demonstrate robust and reproducible results at the group-
level; however, these tasks fall short when used for individual differences research, largely 
due to the low reliability of task metrics at the person-level (Cooper et al., 2017; Hedge et 
al., 2018). The current work demonstrates that even complex behavioral tasks can be used 
for individual differences research; however, extracting informative and reliable task metrics 
likely requires going beyond the simple summary statistics. This work joins a growing body of 
research demonstrating that hierarchical models that account for measurement uncertainty 
both between and within individuals can greatly improve test-retest reliability and optimize the 
utility of tasks for individual differences research (Brown, et al., 2021; Chen, et al., 2021; Haines, 
et al., 2020; Kildahl, et al., 2020; Kvam, et al., 2021; Rouder & Haaf, 2019; Vandekerckhove, 
2014). As we did not find improvements in reliability or validity for the generative model 
utilizing a simple person-level model, this work further demonstrates the importance of a 
well-specified person-level model. Finally, our findings highlight the potential for well-specified 
generative models to support theory development and translation to applied work through 
the identification of lower-level learning and decision-making mechanisms that may underlie 
psychopathology.
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	Models 3 and 4 used the Outcome-Representation Learning (ORL) computational model, developed by Haines and colleagues, to model trial level choice behavior on the IGT. Compared to competing computational models for the IGT, the ORL has demonstrated better or commensurate performance across several metrics including post hoc model fit, simulation performance, and parameter recovery (). The ORL model assumes deck selection is guided by a value function informed by expected value (EV), expected frequency (EF) 
	Haines, et al., 2018
	Table 1

	Overview of group-level approaches to modeling test-retest reliability
	Two-step approach
	Models 1 and 3 used a two-step approach for estimating test-retest associations for each model’s respective person-level behavioral metrics (summary score for Model 1; ORL parameter estimates for Model 3). Thus, for Model 1 and 3, estimating test-retest reliability entailed (1) estimating each model’s behavioral metrics separately for each session and (2) in a subsequent, independent analysis, estimating the correlation between the session 1 and session 2 behavioral estimates. This two-step approach ignores
	Generative approach
	Models 2 and 4 took a generative approach using hierarchical Bayesian analysis (HBA) to estimate the respective person-level behavioral metrics (θ for Model 2; ORL parameters for Model 4) from both sessions jointly in a single model that simultaneously estimated group-level effects, including test-retest reliability. These hierarchical models pooled information across individuals and across sessions, regressing person-level estimates toward group-level means. Thus, unlike Models 1 and 3, the parameter estim
	Haines et al, 2020

	ASSESSING RELIABILITY AND VALIDITY
	Test-retest reliability
	For Models 1 and 3, test-retest reliability was assessed using a two-step approach in which behavioral estimates from each session were correlated in a separate subsequent analysis, and 95% bias-corrected and accelerated bootstrapped confidence intervals (95% BCa CIs; discussed below) were calculated. Models 2 and 4 (the generative models) estimated test-retest reliabilities for the respective model metrics directly within the hierarchical model, yielding a posterior distribution (and a posterior mean) for 
	Construct validity
	To examine construct validity, we used two-step correlations between behavioral estimates and self-report scores on an a priori set of trait and state self-report measures commonly associated with IGT performance as well as with an a priori set of internalizing symptom measures. Two-step correlations were used to provide a fair comparison of construct validity across all models, and 95% BCa CIs were calculated. Specifically, self-report scores were correlated with the summary score for Model 1 and with post
	Katahira, 2016

	Credible intervals (95% CI) and HDI plots for HBA estimates
	To depict effects involving the HBA-derived estimates in a manner that illustrates uncertainty of model estimates, we used 95% Highest Density Interval (HDI) plots, implemented with the hBayesDM R toolbox (). A 95% HDI plot illustrates a full posterior probability distribution, with sample estimates plotted as a histogram and 95% credible intervals (95% CI), indicating that 95% of the estimates lie within the demarcated interval (here, a horizontal red line), where every estimate inside the interval is more
	Ahn, Haines, & Zhang, 2017

	Two-step estimates of test-retest for Model 1 and Model 3 were compared to the generative model estimates of test-retest from Model 2 and Model 4, respectively. Where two-step estimates of test-retest reliability were simply Pearson’s r coefficients, the generative models produced model-generated estimates of test-retest reliability coefficients with full posterior distributions. HDI plots illustrated posterior distributions for the given generative reliability coefficients (from either Model 2 or Model 4),
	BCa bootstrapped confidence intervals (95% BCa CIs)
	Bias-corrected and accelerated bootstrapped confidence intervals (95% BCa CIs) correct for bias and skewness in the distribution of bootstrap estimates and were implemented using the wBoot R package (). As discussed above, due to hierarchical model pooling of individual estimates toward group-level means (shrinkage), 95% BCa CIs reported for correlations involving HBA-derived estimates should be interpreted with some caution. 
	Weiss, N. A., 2019

	MODEL SUMMARIES AND FURTHER DETAILS
	Model 2 details
	Estimates of θ (the probability of selecting a good deck) at each session were assumed to be multiple normally distributed, such that person-level θ´s were drawn from group-level normal distributions for each session. In addition to the group-level normal distributions of θ for each session, the assumed multivariate normal distribution also included a covariance matrix constructed from a uniform distribution of standard deviations for θ and a correlation matrix (which provides the test-retest reliability co
	Model 3 details
	The ORL model is available within the easy-to-use hBayesDM R toolbox () and is described in detail by Haines and colleagues (). The value function, softmax action selection policy, and individual parameter computations from the ORL are outlined here in . The five free parameters were estimated using HBA. Person-level parameters were assumed to be drawn from group-level distributions. Group-level distributions were assumed to be normally distributed, with priors for the group-level distributions’ means and s
	Ahn, Haines, & Zhang, 
	2017
	2018
	Table 1
	2018

	Model 4 details
	Model 4 was the full generative model, incorporating all behavioral data (both sessions) in a single model. Like Model 3, the ORL computational model () was used to estimate person-level task behavior using trial-level information, yielding a set of five parameter estimates (A+, A-, K, βf, and βp; see ) for each session. Person-level parameters across sessions were assumed to follow from group-level multivariate normal distributions, where each separate parameter had its own multivariate normal distribution
	Haines, Vassileva & Ahn, 2018
	Table 1
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	Here, A+ and A+ are the Reward Learning Rates for person i at both session 1 and 2, respectively.  Φ(…) is the inverse of the cumulative distribution function for the standard normal distribution, which is used because the person-level learning rates must fall between 0 and 1. Because Φ(…) transforms from [0,1] → [–∞, +∞], it allows for us to use the multivariate normal group-level distribution to capture the test-retest correlation despite the multivariate normal distribution itself having support outside 
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	The off-diagonal of R contains one free parameter which indicates the test-retest correlation—the value that we present throughout the text. Finally, we assume the following LKJ prior on the correlation matrix: 
	A
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	Because R contains only a free parameter, this prior equates to a uniform distribution between -1 and 1, meaning that all possible values for the test-retest correlation were assumed to be equally likely. 
	A
	+

	Priors for the group-level distributions’ means and standard deviations were assigned to normal distributions. For unbounded parameters, βf and βp, standard deviations were assigned to half-Cauchy distributions. We include details on the complete parameterization of models in the supplemental text. The model was sampled for 5,000 iterations, with the first 1,000 as warmup, across six sampling chains for a total of 24,000 posterior samples for each parameter.
	HBA model implementation
	HBA for Models 2, 3, and 4 were conducted using the Stan package version 2.16.0 (), a probabilistic programming language, which uses Hamiltonian Monte Carlo, a variant of the Markov chain Monte Carlo (MCMC) method, to sample from high-dimensional probabilistic models. The RStan package () was used to interface with Stan and all additional analyses were conducted in R. For all HBA analyses, convergence to target distributions was checked visually by observing trace-plots and numerically by computing Rˆ stati
	Carpenter, 
	et al., 2016
	Stan Development Team, 2017
	Gelman & Rubin, 1992
	https://osf.io/
	b3kwz/?view_only=0cfa92d49a5e466cb55b2dc9a145f5ec

	Model validation
	Model validation included both parameter recovery and posterior predictive checks. Results from posterior predicative checks (see Supplemental Figures 1 & 2) demonstrated that the simulated data was a good fit to the observed data. Parameter recovery in the current sample found that recovery statistics were acceptable across all parameters (see Supplement for details). Further, parameter recovery was conducted during the development of the ORL model, and Haines and colleagues () found the ORL to have good r
	2018

	SELF-REPORT MEASURES
	To assess general construct validity, we used trait- and state- level self-report measures commonly associated with IGT performance. The Behavioral Inhibition/Behavioral Activation Scales (BIS/BAS; ) measured trait-level sensitivities of the avoidance and approach systems. While the BIS scale is a unidimensional construct measuring sensitivity to negatively valenced events, the BAS scale has three subscales: BAS-Drive measures persistent pursuit of goals; BAS-Fun Seeking measures desire for and spontaneous 
	Carver & White, 1994
	Watson, Clark, & Tellegen, 1988

	To assess internalizing symptoms experienced in the past week, participants completed a 62-item version of the Mood and Anxiety Symptom Questionnaire (MASQ-Short Form; ; ). The MASQ has four subscales: MASQ-General Distress Anxiety and MASQ-General Distress Depression measure general anxious and depressed moods, respectively; MASQ-Anxious Arousal measures somatic hyperarousal; and MASQ-Anhedonic Depression measures low positive affect. The 14-item Snaith-Hamilton Pleasure Scale measured participants’ experi
	Clark & Watson 1991
	Watson, et al., 1995
	Snaith et al., 1995
	Cella, et al., 2007

	RESULTS
	PERFORMANCE ACROSS TESTING SESSIONS
	Using both ‘summary score models’, performance means were similar across sessions, while the standard deviation in performance was greater at session 2 (see Supplemental Figure 3).  There was no strong evidence of group-level between-session differences for Model 3 parameters (see Supplemental Figure 4). 
	ORL PARAMETER ASSOCIATIONS WITH THE SUMMARY SCORE
	The direction of associations between the summary score (a measure of overall good performance) and ORL parameter posterior means was consistent across the two sessions (see ). Reward Learning Rate (A+) was negatively associated with overall good performance, while all other parameters showed positive associations. Interestingly, both Reward and Punishment Learning Rates appeared to (oppositely) drive overall performance in session 1; while in session 2, their influences on overall performance appeared to b
	Figure 2

	TEST-RETEST RELIABILITY ACROSS MODELS
	Reliability of the summary score: Model 1 versus Model 2 
	Test-retest reliability results for the Model 1 and Model 2 metrics are illustrated in . The test-rest reliability for the Model 1 (observed) summary score (r = .37, BCa 95% CI [.04, .63]) and for Model 2’s (jointly estimated) posterior mean for the reliability of θ (r = .41, 95% CI = [.09, .69]) were both only moderate with a wide 95% BCa confidence interval and 95% credible interval, respectively.  shows the relationship between Model 1 and Model 2 estimates, demonstrating the effect of the hierarchical m
	Figure 3A
	Figure 3B

	Reliability of the ORL parameters: Model 3 versus Model 4
	Test-retest reliability for the Model 3 and Model 4 metrics (ORL five free parameters) is illustrated in . Test-retest reliability was moderate for the Model 3 two-step estimates (with 95% BCa confidence intervals:  A+ r = .39, [.10, .61]; A- r = .36, [.05, .59]; K r = .52, [.25, .71]; βf r = .39, [–.02, .68]; βp r = .65, [.39, .76]), but test-retest reliability was substantially improved across all parameters for the Model 4 estimates (posterior means for reliability with 95% credible intervals: A+ r = .73
	Figure 4A
	Figure 4B

	CONSTRUCT VALIDITY ACROSS MODELS
	Construct validity for Model 1 and Model 2
	Associations between self-report measures and the Model 1 (observed) summary score and Model 2 (estimated) summary score are shown in . Across Models 1 and 2, summary scores showed moderate negative correlations with trait-level Behavioral Activation Drive (Model 1 r = –.38, BCa 95% CI [–.66, –.05]; Model 2 r = –.37, BCa 95% CI [–.65, –.03]) at the first session and showed moderate negative correlations with state-level Positive Affect (Model 1 r = –.30, BCa 95% CI [–.50, –.06]; Model 2 r = –.29, BCa 95% CI
	Table 2

	Construct validity for Model 3 and Model 4
	Associations between self-report measures and the Model 3 and Model 4 ORL parameters are shown in . Patterns of association were generally similar, with Model 4 estimates showing generally stronger associations with self-report. While Model 1 and 2 estimates were only weakly associated with internalizing symptoms, Model 4 ORL estimates showed some moderate correlations with internalizing symptoms. 
	Table 3

	The Model 3 ORL estimates showed a few moderate correlations with self-report measures. At session 1, Punishment Learning Rate (A-; more volatile updating for losses) was positively associated with the MASQ General Depressive subscale (r = .28, BCa 95% CI [.02, .60]) and Win Frequency Sensitivity (βf; sensitivity to win frequency irrespective of win magnitude) was negatively associated with state-level Negative Affect (r = –.29, BCa 95% CI [–.52, –.01]). Also at session 1, lower Memory Decay (K; less forget
	The Model 4 ORL estimates showed some additional associations with internalizing symptoms compared to Model 3 estimates. At session 1, Punishment Learning Rate was positively associated with both the MASQ General Depressive subscale (r = .40, BCa 95% CI [.17, .63]) and PROMIS Depression (r = .31, BCa 95% CI [.05, .54]). Session 1 Reward Learning Rate also showed some moderate positive correlations with several internalizing symptom measures and with state-level Negative Affect; however, all of the confidenc
	DISCUSSION
	Poor psychometric properties for behavioral tasks in general (; ; ) and the IGT specifically (; ) limit their utility for individual difference research. We hypothesized, and found, that full generative modeling, compared to the traditional summary approach, yielded behavioral estimates with improved utility for individual differences research. More specifically, we demonstrated that a full generative model for the IGT increased test-retest reliability and also found preliminary evidence that this modeling 
	Cooper et al., 2017
	Hedge et al., 
	2018
	Rouder & Haaf, 2019
	Buelow & Suhr, 2009
	Schmitz, et al., 2020
	Haines, 
	et al., 2018
	Haines, et al., 2020

	FULL GENERATIVE MODEL IMPROVES TEST-RETEST RELIABILITY
	Test-retest was only substantially improved in the full generative model. A skeptic may wonder if these improvements are due to HBA artificially inflating test-retest reliability. We believe this concern is not warranted for two reasons. First, the low reliability of Model 2 demonstrates that the use of a hierarchical model, in and of itself, does not necessarily improve test-retest reliability. Second, despite sharing the same priors, test-retest across the five ORL parameters in Model 4 showed considerabl
	Haines, et al., 2020

	ORL MODEL PROVIDES INSIGHT INTO TASK FUNCTIONING
	In line with previous findings, we found the IGT summary score was associated with trait-motivation and state-mood (; ; ; ). Specifically, worse overall performance was associated with greater trait-level drive for desired goals and more intense mood, both positive and negative. While these associations are a bit difficult to interpret, application of the ORL may provide some insight into the common finding that negative mood is associated with lower IGT performance. Comparing findings from summary scores t
	Buelow & Suhr, 2013
	Case & Olino, 2020
	Suhr & Tsanadis, 2007
	van Honk, et 
	al., 2002

	Another finding to emerge was some inconsistent associations between performance and self-report across sessions. The summary score was negatively associated with trait drive only at session 1. Positive and negative mood were negatively associated with the summary score and positively associated with Reward Learning Rate only at session 2. These inconsistencies across sessions raise further questions about not only quantitative but also potential qualitative differences in learning/decision-making as indivi
	FULL GENERATIVE MODELING MAY ENHANCE RELEVANCE OF IGT FOR INTERNALIZING PATHOLOGY
	Previous work using IGT summary scores has shown mixed associations in relation to internalizing (), with depression and anxiety linked to both impaired (; ; ; ; ; ) and enhanced (; ; ) performance. Given that ORL parameters provide more refined indices of behavioral performance and given strong theoretical relevance of RL models for internalizing disorders (; ), we expected the ORL models would enhance construct validity in relation to internalizing symptoms. Indeed, the ORL models, particularly estimates 
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	2020
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	LIMITATIONS AND FUTURE DIRECTIONS
	This work has several notable limitations. First, we used a relatively small convenience sample and no psychopathology-related selection criteria were imposed. Thus, it will be important to replicate current results in a larger sample with higher symptom levels. Further, in translating this research clinically, it will be critical to include relevant clinical groups. Second, as there was some evidence that people may engage with the IGT differently across multiple sessions, future research should continue t
	Kildahl, et al., 2020
	Kvam, et al., 2021
	Vandekerckhove, 2014

	CONCLUSIONS AND BROADER IMPLICATIONS
	Overall, we demonstrate that full generative modeling of the IGT provides a set of performance metrics that are both richer in information and far more reliable across time than the traditional analytic approach. While we focused on the IGT and ORL model in particular, the current study has broader implications for experience-based learning and decision-making more generally. Many popular behavioral tasks demonstrate robust and reproducible results at the group-level; however, these tasks fall short when us
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	Hedge et 
	al., 2018
	Brown, et al., 2021
	Chen, et al., 2021
	Haines, 
	et al., 2020
	Kildahl, et al., 2020
	Kvam, et al., 2021
	Rouder & Haaf, 2019
	Vandekerckhove, 
	2014

	ADDITIONAL FILE
	The additional file for this article can be found as follows:
	•.Supplement. Supplemental Method and Results. DOI: 
	https://doi.org/10.5334/cpsy.89.s1

	FUNDING/ACKNOWLEDGEMENT
	This work was supported by the National Institutes of Mental Health grants F32 MH127948-01A1 (Sullivan-Toole) and R01 MH107495 (Olino).
	COMPETING INTERESTS
	HS-T has a NIMH fellowship [F32 MH127948-01A1] and TMO has an NIMH grant [R01 MH107495] that funded work on this project and data collection, respectively. The authors claim no other competing interests.
	AUTHOR CONTRIBUTIONS
	All authors contributed to conception of the proect, interpretation of results, and drafting, critical revisions, and final approval of the manuscript. NH designed the computational models and HST implemented analyses. 
	AUTHOR AFFILIATIONS
	REFERENCES
	Ahn, W.-Y., Busemeyer, J. R., Wagenmakers, E.-J., & Stout, J. C. (2008). Comparison of decision learning models using the generalization criterion method. Cognitive Science, 32(8), 1376–1402. DOI: 
	https://doi.org/10.1080/03640210802352992

	Ahn, W. Y., Dai, J., Vassileva, J., Busemeyer, J. R., & Stout, J. C. (2016). Computational modeling for addiction medicine. In Progress in Brain Research, 224, 53–65. Elsevier. DOI: 
	https://doi.org/10.1016/bs.pbr.2015.07.032

	Ahn, W.-Y., Haines, N., & Zhang, L. (2017). Revealing Neurocomputational Mechanisms of Reinforcement Learning and Decision-Making With the hBayesDM Package. Computational Psychiatry, 1(0), 24. DOI: 
	https://doi.org/10.1162/CPSY_a_00002

	Ahn, W.-Y., Vasilev, G., Lee, S.-H., Busemeyer, J. R., Kruschke, J. K., Bechara, A., & Vassileva, J. (2014). Decision-making in stimulant and opiate addicts in protracted abstinence: Evidence from computational modeling with pure users. Frontiers in Psychology, 5. DOI: 
	https://doi.org/10.3389/fpsyg.2014.00849

	Alacreu-Crespo, A., Guillaume, S., Sénèque, M., Olié, E., & Courtet, P. (2020). Cognitive modelling to assess decision-making impairments in patients with current depression and with/without suicide history. European Neuropsychopharmacology, 36, 50–59. DOI: 
	https://doi.org/10.1016/j.euroneuro.2020.04.006

	Almy, B., Kuskowski, M., Malone, S. M., Myers, E., & Luciana, M. (2018). A longitudinal analysis of adolescent decision-making with the Iowa Gambling Task. Developmental Psychology, 54(4), 689–702. DOI: 
	https://doi.org/10.1037/dev0000460

	Baeza-Velasco, C. (2020). Decision-making in major depressive disorder_ Subjective complaint, objective performance, and discrepancy between both. Journal of Affective Disorders, 6. DOI: 
	https://doi.org/10.1016/j.jad.2020.03.064

	Bechara, A. (2007). Iowa gambling task professional manual. Lutz: Psychological Assessment Resources.
	Bechara, A., Damasio, A. R., Damasio, H., & Anderson, S. W. (1994). Insensitivity to future consequences following damage to human prefrontal cortex. Cognition, 50(1–3), 7–15. DOI: 
	https://doi.org/10.1016/0010-0277(94)90018-3

	Bishop, S. J., & Gagne, C. (2018). Anxiety, Depression, and Decision Making: A Computational Perspective. Annual Review of Neuroscience, 41(1), 371–388. DOI: 
	https://doi.org/10.1146/annurev-neuro-080317-062007

	Brown, V. M., Chen, J., Gillan, C. M., & Price, R. B. (2020). Improving the Reliability of Computational Analyses: Model-Based Planning and Its Relationship With Compulsivity. Biological Psychiatry: Cognitive Neuroscience and Neuroimaging, 5(6), 601–609. DOI: 
	https://doi.org/10.1016/j.bpsc.2019.12.019

	Brown, V. M., Chen, J., Gillan, C. M., & Price, R. B. (2021). Improving the reliability of computational analyses: Model-based planning and its relationship with compulsivity. Biological Psychiatry: Cognitive Neuroscience and Neuroimaging, 5(6), 601–609. DOI: 
	https://doi.org/10.1016/j.bpsc.2019.12.019

	Buelow, M. T., & Barnhart, W. R. (2018). Test–Retest Reliability of Common Behavioral Decision Making Tasks. Archives of Clinical Neuropsychology, 33(1), 125–129. DOI: 
	https://doi.org/10.1093/arclin/acx038

	Buelow, M. T., & Suhr, J. A. (2009). Construct Validity of the Iowa Gambling Task. Neuropsychology Review, 19(1), 102–114. DOI: 
	https://doi.org/10.1007/s11065-009-9083-4

	Buelow, M. T., & Suhr, J. A. (2013). Personality characteristics and state mood influence individual deck selections on the Iowa Gambling Task. Personality and Individual Differences, 54(5), 593–597. DOI: 
	https://doi.org/10.1016/j.paid.2012.11.019

	Busemeyer, J. R., & Stout, J. C. (2002). A contribution of cognitive decision models to clinical assessment: Decomposing performance on the Bechara gambling task. Psychological Assessment, 14(3), 253–262. DOI: 
	https://doi.org/10.1037/1040-3590.14.3.253

	Byrne, K. A., Norris, D. D., & Worthy, D. A. (2016). Dopamine, depressive symptoms, and decision-making: The relationship between spontaneous eye blink rate and depressive symptoms predicts Iowa Gambling Task performance. Cognitive, Affective, & Behavioral Neuroscience, 16(1), 23–36. DOI: 
	https://doi.org/10.3758/s13415-015-0377-0

	Carpenter, B., Gelman, A., Hoffman, M., & Lee, D. (2016). Stan: A probabilistic programming language. Journal of Statistical Software, 76. DOI: 
	https://doi.org/10.18637/jss.v076.i01

	Carver, C. S., & White, T. L. (1994). Behavioral inhibition, behavioral activation, and affective responses to impending reward and punishment: The BIS/BAS Scales. Journal of Personality and Social Psychology, 67(2), 319–333. DOI: 
	https://doi.org/10.1037/0022-3514.67.2.319

	Case, J. A. C., & Olino, T. M. (2020). Approach and avoidance patterns in reward learning across domains: An initial examination of the Social Iowa Gambling Task. Behaviour Research and Therapy, 125, 103547. DOI: 
	https://doi.org/10.1016/j.brat.2019.103547

	Cauffman, E., Shulman, E. P., Steinberg, L., Claus, E., Banich, M. T., Graham, S., & Woolard, J. (2010). Age differences in affective decision making as indexed by performance on the Iowa Gambling Task. Developmental Psychology, 46(1), 193–207. DOI: 
	https://doi.org/10.1037/a0016128

	Cella, D., Yount, S., Rothrock, N., Gershon, R., Cook, K., Reeve, B., … Rose, M. (2007). The Patient-Reported Outcomes Measurement Information System (PROMIS). Medical Care, 45(5), S3–S11. DOI: 
	https://doi.org/10.1097/01.mlr.0000258615.42478.55

	Cella, M., Dymond, S., & Cooper, A. (2010). Impaired flexible decision-making in major depressive disorder. Journal of Affective Disorders, 124(1–2), 207–210. DOI: 
	https://doi.org/10.1016/j.jad.2009.11.013

	Chen, C., Takahashi, T., Nakagawa, S., Inoue, T., & Kusumi, I. (2015). Reinforcement learning in depression: A review of computational research. Neuroscience & Biobehavioral Reviews, 55, 247–267. DOI: 
	https://doi.org/10.1016/j.neubiorev.2015.05.005

	Chen, G., Pine, D. S., Brotman, M. A., Smith, A. R., Cox, R. W., & Haller, S. P. (2021). Trial and error: A hierarchical modeling approach to test-retest reliability. NeuroImage, 245, 118647. DOI: 
	https://doi.org/10.1016/j.neuroimage.2021.118647

	Christakou, A., Gershman, S. J., Niv, Y., Simmons, A., Brammer, M., & Rubia, K. (2013). Neural and Psychological Maturation of Decision-making in Adolescence and Young Adulthood. Journal of Cognitive Neuroscience, 25(11), 1807–1823. DOI: 
	https://doi.org/10.1162/jocn_a_00447

	Chung, D., Kadlec, K., Aimone, J. A., McCurry, K., King-Casas, B., & Chiu, P. H. (2017). Valuation in major depression is intact and stable in a non-learning environment. Scientific Reports, 7(1), 44374. DOI: 
	https://doi.org/10.1038/srep44374

	Clark, L., & Watson, D. (1991). Tripartite model of anxiety and depression: Psychometric evidence and taxonomic implications. Journal of Abnormal Psychology, 100(3), 316-336. DOI: 
	https://doi.org/10.1037/0021-843X.100.3.316

	Cooper, S. R., Gonthier, C., Barch, D. M., & Braver, T. S. (2017). The role of psychometrics in individual differences research in cognition: A case study of the AX-CPT. Frontiers in Psychology, 8, 1482. DOI: 
	https://doi.org/10.3389/fpsyg.2017.01482

	Dombrovski, A. Y., & Hallquist, M. N. (2021). Search for solutions, learning, simulation, and choice processes in suicidal behavior. WIREs Cognitive Science. DOI: 
	https://doi.org/10.1002/wcs.1561

	Ducasse, D., Loas, G., Dassa, D., Gramaglia, C., Zeppegno, P., Guillaume, S., … Courtet, P. (2018). Anhedonia is associated with suicidal ideation independently of depression: A meta-analysis. Depression and Anxiety, 35(5), 382–392. DOI: 
	https://doi.org/10.1002/da.22709

	Frank, M. J., Seeberger, L. C., & O’Reilly, R. C. (2004). By Carrot or by Stick: Cognitive Reinforcement Learning in Parkinsonism. Science, New Series, 306(5703), 1940–1943. DOI: 
	https://doi.org/10.1126/science.1102941

	Gershman, S. J. (2015). Do learning rates adapt to the distribution of rewards? Psychonomic Bulletin & Review, 22(5), 1320–1327. DOI: 
	https://doi.org/10.3758/s13423-014-0790-3

	Gelman, A., & Rubin, D. B. (1992). Inference from iterative simulation using multiple sequences. Statistical Science, 7(4), 457–472. DOI: 
	https://doi.org/10.2307/2246093

	Jollant, F. (2016). Prefrontal inositol levels and implicit decision-making in healthy individuals and depressed patients. European Neuropsychopharmacology, 26, 1255–1263. DOI: 
	https://doi.org/10.1016/j.euroneuro.2016.06.005

	Haines, N., Kvam, P. D., Irving, L. H., Smith, C., Beauchaine, T. P., Pitt, M. A., Ahn, W.-Y., & Turner, B. (2020). Theoretically informed generative models can advance the psychological and brain sciences: Lessons from the reliability paradox [Preprint]. PsyArXiv. DOI: 
	https://doi.org/10.31234/osf.io/xr7y3

	Haines, N., Vassileva, J., & Ahn, W.-Y. (2018). The Outcome-Representation Learning model: A novel reinforcement learning model of the Iowa Gambling Task. Cognitive Science, 42(8), 2534–2561. DOI: 
	https://doi.org/10.1111/cogs.12688

	Hedge, C., Powell, G., & Sumner, P. (2018). The reliability paradox: Why robust cognitive tasks do not produce reliable individual differences. Behavior Research Methods, 50(3), 1166–1186. DOI: 
	https://doi.org/10.3758/s13428-017-0935-1

	Huys, Q. J., Pizzagalli, D. A., Bogdan, R., & Dayan, P. (2013). Mapping anhedonia onto reinforcement learning: a behavioural meta-analysis. Biology of Mood & Anxiety Disorders, 3(1), 12. DOI: 
	https://doi.org/10.1186/2045-5380-3-12

	Katahira, K. (2016). How hierarchical models improve point estimates of model parameters at the individual level. Journal of Mathematical Psychology, 73, 37–58. DOI: 
	https://doi.org/10.1016/j.jmp.2016.03.007

	Khazanov, G. K., & Ruscio, A. M. (2016). Is Low Positive Emotionality a Specific Risk Factor for Depression? A Meta-Analysis of Longitudinal Studies. Psychological Bulletin, 142(9), 991–1015. DOI: 
	https://doi.org/10.1037/bul0000059.supp

	Kildahl, N., Hansen, S., Brevers, D., & Skewes, J. (2020). Individual differences in learning during decision-making may predict specific harms associated with gambling. Addictive Behaviors, 110, 106496. DOI: 
	https://doi.org/10.1016/j.addbeh.2020.106496

	Kvam, P. D., Romeu, R. J., Turner, B. M., Vassileva, J., & Busemeyer, J. R. (2021). Testing the factor structure underlying behavior using joint cognitive models: Impulsivity in delay discounting and Cambridge gambling tasks. Psychological Methods, 26(1), 18–37. DOI: 
	https://doi.org/10.1037/met0000264

	Lejuez, C. W., Aklin, W. M., Jones, H. A., Richards, J. B., Strong, D. R., Kahler, C. W., & Read, J. P. (2003). The balloon analogue risk task (BART) differentiates smokers and nonsmokers. Experimental and Clinical Psychopharmacology, 11(1), 26–33. DOI: 
	https://doi.org/10.1037/1064-1297.11.1.26

	Lin, C.-H., Chiu, Y.-C., Lee, P.-L., & Hsieh, J.-C. (2007). Is deck B a disadvantageous deck in the Iowa Gambling Task? Behavioral and Brain Functions, 3(1), 16. DOI: 
	https://doi.org/10.1186/1744-9081-3-16

	Ly, A., Boehm, U., Heathcote, A., Turner, B. M., Forstmann, B., Marsman, M., & Matzke, D. (2017). A flexible and efficient hierarchical Bayesian approach to the exploration of individual differences in cognitive-model-based neuroscience. In A. A. Moustafa (Ed.), Computational Models of Brain and Behavior (pp. 467–479). John Wiley & Sons, Ltd. DOI: 
	https://doi.org/10.1002/9781119159193.ch34

	McGovern, A. R., Alexopoulos, G. S., Yuen, G. S., Morimoto, S. S., & Gunning-Dixon, F. M. (2014). Reward-related decision making in older adults: Relationship to clinical presentation of depression: Decision making in older adults with late-life depression. International Journal of Geriatric Psychiatry, 29(11), 1125–1131. DOI: 
	https://doi.org/10.1002/gps.4200

	Miu, A. C., Heilman, R. M., & Houser, D. (2008). Anxiety impairs decision-making: Psychophysiological evidence from an Iowa Gambling Task. Biological Psychology, 77(3), 353–358. DOI: 
	https://doi.org/10.1016/j.biopsycho.2007.11.010

	Moniz, M., Neves de Jesus, S., Gonçalves, E., Pacheco, A., & Viseu, J. (2016). Decision-making in adult unipolar depressed patients and healthy subjects: Significant differences in Net Score and in non-traditional alternative measures. Neuropsychological Trends, 19, 7–15. DOI: 
	https://doi.org/10.7358/neur-2016-019-moni

	Moutoussis, M., Bullmore, E. T., Goodyer, I. M., Fonagy, P., Jones, P. B., Dolan, R. J., & Dayan, P. (2018). Change, stability, and instability in the Pavlovian guidance of behaviour from adolescence to young adulthood. PLOS Computational Biology, 14(12), e1006679. DOI: 
	https://doi.org/10.1371/journal.pcbi.1006679

	Mueller, E. M., Nguyen, J., Ray, W. J., & Borkovec, T. D. (2010). Future-oriented decision-making in Generalized Anxiety Disorder is evident across different versions of the Iowa Gambling Task. Journal of Behavior Therapy and Experimental Psychiatry, 41(2), 165–171. DOI: 
	https://doi.org/10.1016/j.jbtep.2009.12.002

	Mukherjee, D., & Kable, J. W. (2014). Value-based decision making in mental illness: A meta-analysis. Clinical Psychological Science, 2(6), 767–782. DOI: 
	https://doi.org/10.1177/2167702614531580

	Must, A., Szabó, Z., Bódi, N., Szász, A., Janka, Z., & Kéri, S. (2006). Sensitivity to reward and punishment and the prefrontal cortex in major depression. Journal of Affective Disorders, 90(2–3), 209–215. DOI: 
	https://doi.org/10.1016/j.jad.2005.12.005

	Nussenbaum, K., & Hartley, C. A. (2019). Reinforcement learning across development: What insights can we draw from a decade of research? Developmental Cognitive Neuroscience, 40, 100733. DOI: 
	https://doi.org/10.1016/j.dcn.2019.100733

	Parsons, S., Kruijt, A.-W., & Fox, E. (2019). Psychological Science Needs a Standard Practice of Reporting the Reliability of Cognitive-Behavioral Measurements. Advances in Methods and Practices in Psychological Science, 2(4), 378–395. DOI: 
	https://doi.org/10.1177/2515245919879695

	Paulus, M. P., & Yu, A. J. (2012). Emotion and decision-making: Affect-driven belief systems in anxiety and depression. Trends in Cognitive Sciences, 16(9), 476–483. DOI: 
	https://doi.org/10.1016/j.tics.2012.07.009

	Peters, E., & Slovic, P. (2000). The springs of action: Affective and analytical information processing in choice. Personality and Social Psychology Bulletin, 26(12), 1465–1475. DOI: 
	https://doi.org/10.1177/01461672002612002

	Pizzagalli, D. A., Smoski, M., Ang, Y.-S., Whitton, A. E., Sanacora, G., Mathew, S. J., Nurnberger, J., Lisanby, S. H., Iosifescu, D. V., Murrough, J. W., Yang, H., Weiner, R. D., Calabrese, J. R., Goodman, W., Potter, W. Z., & Krystal, A. D. (2020). Selective kappa-opioid antagonism ameliorates anhedonic behavior: Evidence from the Fast-fail Trial in Mood and Anxiety Spectrum Disorders (FAST-MAS). Neuropsychopharmacology, 45(10), 1656–1663. DOI: 
	https://doi.org/10.1038/s41386-020-0738-4

	Price, R. B., Brown, V., & Siegle, G. J. (2019). Computational modeling applied to the dot-probe task yields improved reliability and mechanistic insights. Biological Psychiatry, 85(7), 606–612. DOI: 
	https://doi.org/10.1016/j.biopsych.2018.09.022

	Rinaldi, R., Lefebvre, L., Joachim, A., & Rossignol, M. (2020). Decision-making of patients with major depressive disorder in the framework of action control. Cognitive Neuropsychiatry, 25(1), 71–83. DOI: 
	https://doi.org/10.1080/13546805.2019.1685481

	Romeu, R. J., Haines, N., Ahn, W.-Y., Busemeyer, J. R., & Vassileva, J. (2020). A computational model of the Cambridge gambling task with applications to substance use disorders. Drug and Alcohol Dependence, 206, 107711. DOI: 
	https://doi.org/10.1016/j.drugalcdep.2019.107711

	Rouder, J. N., & Haaf, J. M. (2019). A psychometrics of individual differences in experimental tasks. Psychonomic Bulletin & Review, 26(2), 452–467. DOI: 
	https://doi.org/10.3758/s13423-018-1558-y

	Schmitz, F., Kunina-Habenicht, O., Hildebrandt, A., Oberauer, K., & Wilhelm, O. (2020). Psychometrics of the Iowa and Berlin Gambling Tasks: Unresolved Issues With Reliability and Validity for Risk Taking. Assessment, 27(2), 232–245. DOI: 
	https://doi.org/10.1177/1073191117750470

	Schneider, W., Eschman, A., & Zuccolotto, A. (2002). E-prime software. (Pittsburgh, PA) Version 2.0.
	Shahar, N., Hauser, T. U., Moutoussis, M., Moran, R., Keramati, M., NSPN consortium, & Dolan, R. J. (2019). Improving the reliability of model-based decision-making estimates in the two-stage decision task with reaction-times and drift-diffusion modeling. PLOS Computational Biology, 15(2), e1006803. DOI: 
	https://doi.org/10.1371/journal.pcbi.1006803

	Smoski, M. J., Lynch, T. R., Rosenthal, M. Z., Cheavens, J. S., Chapman, A. L., & Krishnan, R. R. (2008). Decision-making and risk aversion among depressive adults. Journal of Behavior Therapy and Experimental Psychiatry, 39(4), 567–576. DOI: 
	https://doi.org/10.1016/j.jbtep.2008.01.004

	Snaith, R. P., Hamilton, M., Morley, S., Humayan, A., Hargreaves, D., & Trigwell, P. (1995). A scale for the assessment of hedonic tone the Snaith-Hamilton Pleasure Scale. The British Journal of Psychiatry: Journal of Mental Science, 167(1), 99–103. DOI: 
	https://doi.org/10.1192/bjp.167.1.99

	Spearman, C. (1904). The proof and measurement of association between two things. American Journal of Psychology, 15, 72–101. DOI: 
	https://doi.org/10.2307/1412159

	Stan Development Team. (2017). RStan: the R interface to Stan. R package version 2.16.0. .
	http://mc-stan.org

	Suhr, J. A., & Tsanadis, J. (2007). Affect and personality correlates of the Iowa Gambling Task. Personality and Individual Differences, 43(1), 27–36. DOI: 
	https://doi.org/10.1016/j.paid.2006.11.004

	Turner, B. M., Forstmann, B. U., Love, B. C., Palmeri, T. J., & Van Maanen, L. (2017). Approaches to analysis in model-based cognitive neuroscience. Journal of Mathematical Psychology, 76, 65–79. DOI: 
	https://doi.org/10.1016/j.jmp.2016.01.001

	van Honk, J., Hermans, E. J., Putman, P., Montagne, B., & Schulter, D. J. (2002). Defective somatic markers in subclinical psychopathy. Neuroreport, 13, 1025–1027. DOI: 
	https://doi.org/10.1097/00001756-200206120-00009

	Vandekerckhove, J. (2014). A cognitive latent variable model for the simultaneous analysis of behavioral and personality data. Journal of Mathematical Psychology, 60, 58–71. DOI: 
	https://doi.org/10.1016/j.jmp.2014.06.004

	Watson, D., Clark, L. A., & Tellegen, A. (1988). Development and validation of brief measures of positive and negative affect: the PANAS scales. Journal of Personality and Social Psychology, 54(6), 1063–1070. Retrieved from 
	http://www.ncbi.nlm.nih.gov/pubmed/3397865

	Watson, D., Weber, K., Assenheimer, J. S., Clark, L. A., et al. (1995). Testing a tripartite model: I. Evaluating the convergent and discriminant validity of anxiety and depression symptom scales. Journal of Abnormal Psychology, 104(1), 3–14. DOI: 
	https://doi.org/10.1037//0021-843X.104.1.3

	Weiss, Neil A. (2019). wBoot R package. Retrieved from 
	https://CRAN.R-project.org/package=wBoot

	Worthy, D. A., Pang, B., & Byrne, K. A. (2013). Decomposing the roles of perseveration and expected value representation in models of the Iowa gambling task. Frontiers in Psychology, 4. DOI: 
	https://doi.org/10.3389/fpsyg.2013.00640

	Xu, S., Korczykowski, M., Zhu, S., & Rao, H. (2013). Assessment of risk-taking and impulsive behaviors: A comparison between three tasks. Social Behavior and Personality, 41(3), 477–486. DOI: 
	https://doi.org/10.2224/sbp.2013.41.3.477

	Yechiam, E., Busemeyer, J. R., Stout, J. C., & Bechara, A. (2005). Using cognitive models to map relations between neuropsychological disorders and human decision-making deficits. Psychological Science, 16(12), 973–978. DOI: 
	https://doi.org/10.1111/j.1467-9280.2005.01646.x


	Table 1 ORL Model and Parameter Computation.
	Table 1 ORL Model and Parameter Computation.
	The ORL model assumes expected value (EV), expected frequency (EF), and choice perseverance (PS) signals are integrated linearly to generate a value signal for each deck (j) at time (t) as follows: 
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	To generate choice probabilities, the estimated value above is entered into a softmax function, where D(t) is the chosen deck at trial t as follows: 
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	The five free parameters are computed as follows:
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	HIGHER VALUES INDICATE
	HIGHER VALUES INDICATE

	EQUATION
	EQUATION

	COMPUTATION NOTES
	COMPUTATION NOTES


	A +
	A +
	A +

	Reward/ Punishment Learning Rates
	Reward/ Punishment Learning Rates

	The rate at which an individual updates expected value and expected outcome frequency for a given deck following gains or losses, respectively
	The rate at which an individual updates expected value and expected outcome frequency for a given deck following gains or losses, respectively

	faster learning/ more volatile updating in a gains or loss domain, respectively
	faster learning/ more volatile updating in a gains or loss domain, respectively
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	Reward and punishment learning rates are estimated seperately and are shared between the EV computation (left) and the computation (below). Expected value is updated using objective outcome amount x(t).
	Reward and punishment learning rates are estimated seperately and are shared between the EV computation (left) and the computation (below). Expected value is updated using objective outcome amount x(t).


	A-
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	βf
	βf
	βf

	Win Frequency Sensitivity
	Win Frequency Sensitivity

	The effect of gain frequency (as opposed to outcome magnitude) on the subjective value for a given deck
	The effect of gain frequency (as opposed to outcome magnitude) on the subjective value for a given deck

	greater preference for decks with a higher win frequency over objectively equivalent decks that win less often
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	Expected win frequency is tracked seperately from EV. The signum function (sgn(x(t)) returns 1, 0, or -1 for positive, 0, or negative outcome values on trial (t), respectively. Expected win frequency is also updated for unchosen decks (j’) on trial (t), where C is the number of possible alternative choices for the chosen deck (j) (here, 3).
	Expected win frequency is tracked seperately from EV. The signum function (sgn(x(t)) returns 1, 0, or -1 for positive, 0, or negative outcome values on trial (t), respectively. Expected win frequency is also updated for unchosen decks (j’) on trial (t), where C is the number of possible alternative choices for the chosen deck (j) (here, 3).


	βp
	βp
	βp

	Perseveration Tendency
	Perseveration Tendency

	The tendency to stick with a previous selection (as opposed to switching among decks), regardless of outcomes
	The tendency to stick with a previous selection (as opposed to switching among decks), regardless of outcomes

	more choice consistency, less switching
	more choice consistency, less switching
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	The perseverance weight of the chosen deck (j) is set to 1 on each trial (t), and then the perseverance weights decay exponentially before a choice is made on the next trial.
	The perseverance weight of the chosen deck (j) is set to 1 on each trial (t), and then the perseverance weights decay exponentially before a choice is made on the next trial.


	K
	K
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	Memory Decay
	Memory Decay

	The extent to which an individual forgets their own history of selecting decks
	The extent to which an individual forgets their own history of selecting decks

	greater forgetting; remembering a shorter (rather than longer) sequence of deck selections
	greater forgetting; remembering a shorter (rather than longer) sequence of deck selections

	31KK′=−
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	K is a decay parameter controlling how quickly decision makers forget past deck selections.
	K is a decay parameter controlling how quickly decision makers forget past deck selections.





	Figure 1 Overall Modeling Approach and Resulting Four Models. At the person-level, Models 1 and 2 used the traditional summary score (proportion good deck selected) to model gross task behavior and Models 3 and 4 used the ORL computational model to estimate trial-level task behavior in terms of five parameters (Reward Learning Rate (A+), Punishment Learning Rate (A-), Win Frequency Sensitivity (βf), Perseveration Tendency (βp), Memory Decay (K)). At the group-level, Models 1 and 3 estimated person-level met
	Figure 1 Overall Modeling Approach and Resulting Four Models. At the person-level, Models 1 and 2 used the traditional summary score (proportion good deck selected) to model gross task behavior and Models 3 and 4 used the ORL computational model to estimate trial-level task behavior in terms of five parameters (Reward Learning Rate (A+), Punishment Learning Rate (A-), Win Frequency Sensitivity (βf), Perseveration Tendency (βp), Memory Decay (K)). At the group-level, Models 1 and 3 estimated person-level met

	Figure 2 Associations between ORL Parameters and the Summary Score.  Scatterplots represent the association between the Model 1 summary score, ‘percentage good deck selected’ (x-axis) and the posterior means for each of the ORL parameters (y-axis; Reward Learning Rate (A+), Punishment Learning Rate (A-), Win Frequency Sensitivity (βf), Perseveration Tendency (βp), and Memory Decay (K)), for Models 3 and 4, for each testing session. Interestingly, the influences of Reward and Punishment Learning Rates on ove
	Figure 2 Associations between ORL Parameters and the Summary Score.  Scatterplots represent the association between the Model 1 summary score, ‘percentage good deck selected’ (x-axis) and the posterior means for each of the ORL parameters (y-axis; Reward Learning Rate (A+), Punishment Learning Rate (A-), Win Frequency Sensitivity (βf), Perseveration Tendency (βp), and Memory Decay (K)), for Models 3 and 4, for each testing session. Interestingly, the influences of Reward and Punishment Learning Rates on ove

	Figure 3 Model 1 versus Model 2 Summary Scores and Test-Retest Reliability. (A) HDI plot showing the posterior distribution of Model 2 estimated test-retest reliability coefficient for θ. The 95% highest density interval of estimates is indicated by the horizontal red line, and the vertical red line indicates the posterior mean for Model 2’s estimated test-retest reliability coefficient (r = .41). The Model 1 two-step test-retest reliability coefficient (Pearson’s r) for the summary score (r = .37) is indic
	Figure 3 Model 1 versus Model 2 Summary Scores and Test-Retest Reliability. (A) HDI plot showing the posterior distribution of Model 2 estimated test-retest reliability coefficient for θ. The 95% highest density interval of estimates is indicated by the horizontal red line, and the vertical red line indicates the posterior mean for Model 2’s estimated test-retest reliability coefficient (r = .41). The Model 1 two-step test-retest reliability coefficient (Pearson’s r) for the summary score (r = .37) is indic

	Figure 4 Model 3 versus Model 4 Metrics and Test-Retest Reliability. (A) HDI plots showing the posterior distributions of the Model 4 estimated test-retest reliability coefficients for each of the ORL five free parameters. The 95% highest density intervals for Model 4 estimates are indicated by horizontal red lines, and vertical red lines indicate posterior means for the Model 4 estimated test-retest reliability coefficients (A+ r = .73; A- r = .67; K r = .78; βf r = .64; βp r = .82). The Model 3 two-step t
	Figure 4 Model 3 versus Model 4 Metrics and Test-Retest Reliability. (A) HDI plots showing the posterior distributions of the Model 4 estimated test-retest reliability coefficients for each of the ORL five free parameters. The 95% highest density intervals for Model 4 estimates are indicated by horizontal red lines, and vertical red lines indicate posterior means for the Model 4 estimated test-retest reliability coefficients (A+ r = .73; A- r = .67; K r = .78; βf r = .64; βp r = .82). The Model 3 two-step t
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	MODEL 1
	MODEL 1

	MODEL 2
	MODEL 2


	PERCENTAGE GOOD DECK SELECTED
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	PROBABILITY OF GOOD DECK SELECTION (θ)
	PROBABILITY OF GOOD DECK SELECTION (θ)


	SESSION 1
	SESSION 1
	SESSION 1

	SESSION 2
	SESSION 2

	SESSION 1
	SESSION 1

	SESSION 2
	SESSION 2


	BAS Total
	BAS Total
	BAS Total

	–.25 [–.53, .05]
	–.25 [–.53, .05]

	.09 [–.17, .36]
	.09 [–.17, .36]

	–.24 [–.52, .05]
	–.24 [–.52, .05]

	.08 [–.18, .37]
	.08 [–.18, .37]


	BAS Drive
	BAS Drive
	BAS Drive

	–.38 [–.66, –.05]
	–.38 [–.66, –.05]

	–.04 [–.34, .27]
	–.04 [–.34, .27]

	–.37 [–.66, –.03]
	–.37 [–.66, –.03]

	–.05 [–.35, .26]
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	BAS Fun
	BAS Fun
	BAS Fun

	–.10 [–.40, .20]
	–.10 [–.40, .20]

	.13 [–.16, .40]
	.13 [–.16, .40]

	–.08 [–.38, .20]
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	BAS Reward Responsivity
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	–.14 [–.43, .13]
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	BIS Total
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	–.20 [–.49, .09]
	–.20 [–.49, .09]

	–.03 [–.34, .25]
	–.03 [–.34, .25]

	–.19 [–.48, .12]
	–.19 [–.48, .12]

	–.04 [–.33, .25]
	–.04 [–.33, .25]


	PANAS PA
	PANAS PA
	PANAS PA

	.02 [–.22, .25]
	.02 [–.22, .25]

	–.30 [–.50, –.06]
	–.30 [–.50, –.06]

	.01 [–.25, .24]
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	PANAS NA
	PANAS NA
	PANAS NA

	–.13 [–.33, .07]
	–.13 [–.33, .07]

	–.40 [–.62, –.13]
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	–.14 [–.34, .05]
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	.01 [–.27, .39]
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	Table 2 Model 1 and Model 2 Construct Validity. Correlations between self-report measures and Model 1 and Model 2 summary scores. Correlations with 95% BCa CIs that do not include zero are bolded.
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